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Abstract 

The study of the relationship between public debt and economic growth came again to 

the spotlight with the financial crisis (2007-2008) and with the sovereign debt crisis that 

followed in Europe. This literature aims to shed light about the sign, magnitude, mechanisms 

and threshold regimes relating debt to growth and to make policy recommendations with 

important consequences in terms of government’s policies.      

We empirically investigate this relationship for a group of 60 countries for a long-time 

period (the shorter one from 1970 to 2012) using the historical public debt database (HPDD) 

built by the International Monetary Fund (IMF) and we defend that the empirical strategy 

underlying most of the studies on this topic should be revised. We claim that: a) the study of 

the long-memory property of the public debt GDP ratio and stationarity (using the last 

generation tests) has to be performed as a first step of the empirical analysis, what has been 

done using 87 countries; b) In the presence of a non-stationary public debt GDP ratio 

cointegration analysis was used to estimate the relationship between the public debt GDP ratio 

and output; c) under the no rejection of the null of no cointegration, the above mentioned 

relationship was studied between the public debt GDP ratio first difference and GDP growth 

rate using threshold models and searching for thresholds using a wide variety of variables.   
The main conclusions of this study are that the debt series have a long memory and 

should not be analyzed in a short-term framework; additionally, the non-stationarity of the debt 

series does not allow researchers to apply stationary econometrics methods to model its 

behavior. This finding implies that the relationship between economic growth and national debt 

that has been characterizing the literature on the subject, has disputable econometric 

foundations. We thus recommend our empirical strategy to overcome the above-mentioned 

drawbacks of the existent empirical literature. Finally, it should be mentioned that the 

relationship between the public debt GDP ratio first difference and GDP growth rate is always 

negative despite the different threshold regimes identified.   
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1. Introduction 

The relationship between public debt and economic growth has been, and continues to 

be the subject of much empirical and theoretical attention in the literature as witnessed by the 

growing volume of studies recently reported. Those performed by Reinhart and Rogoff (2010), 

Reinhart et al. (2012), Cecchetti et al. (2011), Checherita-Westphal and Rother (2012), Kumar 

and Woo (2010), Baum et al. (2013), and Panizza and Presbitero (2012), and Bruce Hansen 

(2015) are among the many studies so far featured in the literature.  

Most of the research studying the relationship between debt (hereafter, d) and output 

growth (from now on, g) has found a strong negative relationship between debt levels and real 

economic growth, especially for Debt-to-GDP ratios above a certain threshold level, i.e. the 

authors implicitly assume that there is some value of d that should be understood as a threshold 

value: d positively affects g below it; conversely, d negatively affects g above it. 

In an influential series of papers, Reinhart and Rogoff (2010, 2012)3 argue that (i) a high 

level of public debt is associated with lower real GDP growth, (ii) the relationship is causal 

from public debt to growth and, finally, (iii) there is an important threshold around 90% Public 

Debt-to-GDP ratio above which growth drops substantially. Despite strong criticism from 

Herndon et al. (2013), the work of Reinhart and Rogoff (hereafter, RR) has raised the interest 

in the question, and their results were confirmed (or partly confirmed) by many studies which 

are reviewed in the next section.  

This presumption about the existence of a threshold value of d (but also the direction of 

causality between d and g) is of critical importance given the historically high level of public 

debt in most advanced economies, and also because of the existence of the intense debate about 

austerity versus stimulus as the appropriate policy response. In fact, recently this presumption 

of existence of a threshold (approximately 90% of GDP) has been the basis for the fiscal 

austerity imposed in many European Union (EU) countries. This presumption also raises the 

importance of preliminary analysis of the statistical characteristics of d and g before studying 

the “Debt-to-GDP – growth” relationship.  

In fact, the preliminary analyses of stationarity of data and the detection of the presence 

of long memory in series are absent from the existing literature on the “Debt-to-GDP – growth” 

relationship (i.e. literature that studies the relationship between g, the growth rate of output, 

                                                           
3 According to Krugman (2013), the contribution of Reinhardt and Rogoff (2010) may have had more immediate 

influence on public debate than any previous paper in the history of economics. 
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𝑔 = ∆ log(𝑌), and 𝑑t, Debt-to-GDP ratio). For instance, in many studies dt is considered: (i) as 

a short run phenomenon, and (ii) as a stationary variable. Though, if a dt series contains a unit 

root [i.e. I(1)], that would imply that the results of many previous studies (some of which had 

been used as a basis for policy recommendations) are spurious. In such a case, we should study 

instead, the relationship between Yt and dt, and if both series are non-stationary and co-

integrated, then appropriate methods for non-stationary variables should be used. If, however, 

there is no cointegration between Yt and dt, then the relationship between g and ∆d (debt growth 

rate) should be studied (again, not between gt and dt). Further, even if dt series is stationary, but 

has a long memory, this fact should not be ignored and dt series should be considered as a long 

run phenomenon and properly taken into account while studying the “Debt-to-GDP – growth” 

relationship. For the above-mentioned reasons, we propose to study the relation between gt and 

∆dt, (and a group of control variables), in the presence of thresholds that could explain the 

behavior of growth in a non-spurious way. 

To the best of our knowledge, there is no study which has yet examined the statistical 

property of d and taken into consideration its stationarity property in the analysis of the “Debt-

to-GDP – growth” relationship. Therefore, the contribution of this study to the existing 

empirical literature on the relationship between economic growth and debt is twofold: 

 First, to fill this gap by reporting our investigation of the statistical properties of dt 

(Debt-to-GDP) and g (economic growth) series and revealing the possible existence of 

long memory in our data4. In conducting this investigation, we apply several statistical 

methods (that are presented and discussed later) to the new data set on Gross 

Government Debt-to-GDP ratios for 87 countries (listed in Appendix A) over a long 

period (i.e. countries for which data is available at least from 1970 to 2012) from the 

historical public debt database (HPDD) built by the IMF5. We also apply last generation 

of Unit Root tests to confirm the presence of unit roots. 

 Second, by taking into the account the presence of long memory and non-stationarity of 

d series, we propose to investigate (i) whether the debt-growth relation varies with the 

level of indebtedness or not and (ii) by using Hansen (1999) threshold model, we 

examine whether there is a common threshold for government debt ratios above which 

long-term growth rates may drop off significantly. To test the presence of different 

                                                           
4 In this paper we propose to study mostly d because the data generating process of output or g have already been 

extensively studied in, and after the seminal paper of Nelson and Plosser (1982).   
5 The data covering nearly the entire IMF membership (174 countries) and spanning an exceptionally long time 

period (for some countries, such the United Kingdom, the data is available since 1692). We select countries with 

data for 1970. 
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regimes in the relation between growth and debt we consider four different types of the 

threshold variable and not one as it is usually done.  

 

In order to capture the presence of the long memory or persistency in d we use several 

methods of long-range dependence such as Spectral analysis, the Hurst (1951) test, the tests of 

Geweke and Porter-Hudak (1983), and Reisen (1994), and finally the variance analysis (VR) in 

the revised version of Lo and MacKinlay (1989).  

Since most of the analyses require prior information about the stationary nature of the 

series, we also apply several unit rout tests to our data [i.e. Augmented Dickey-Fuller (1979) 

(ADF) tests and Schmidt and Phillips (1992) Lagrange multiplier test (S-P)], but also a new 

generation of unit root tests [ADF tests of Chang (2002)] which take account of cross-section 

dependence (CSD)6. Further, in order to analyze the long-run relationship between debt and 

GDP, we test for co-integration between them by applying Westerlund (2007) cointegration 

tests.   

As we confirmed the unit root characteristic of debt ratio (dt) and the absence of co-

integration between debt and GDP we propose to confirm the presence of different regimes in 

the relation between the first differences of these variables using the Hansen (1999) LR tests 

for the rejection of threshold values. 

The remainder of the paper is structured as follows. Section 2 provides a selective7 

overview of the related literature. Section 3 discusses the empirical methods employed, presents 

and analyses the empirical findings, Section 4 confirms the absence of a threshold effect in the 

relation between the first difference of debt ratio and GDP growth, and Section 5 concludes the 

paper and suggests some directions for further research.   

 

2. Literature Review  

The relationship between public debt and economic growth has been, and continues to 

be the subject of much empirical and theoretical attention in the literature. Overall, the main 

finding of papers studying this relationship suggest that a high level of public debt is associated 

with lower real GDP growth. This result has important policy and political consequences. 

                                                           
6 The CSD has been ignored for a long time in the economic literature and it is well known nowadays, that 

neglecting CSD can lead to biased estimates and spurious inference. Thus, this fact may invalidate some previous 

studies’ results. 
7 The extensive empirical literature on the “debt-growth” relationship varies significantly in terms of the 

methodology employed, as well as the data set and sample periods covered.  
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Probably, one of the most influential papers on the topic is that by Reinhart and Rogoff 

(2010), the key findings of which are that there is an important threshold around 90% Public 

Debt-to-GDP above which, growth drops substantially. This work has been heavily challenged 

by Herndon et al. (2013), who replicated the RR study, demonstrating that this threshold effect 

seems to vanish after correcting for a coding error and by using a different weighting of the 

data. However, despite these criticisms, the RR work has raised interest in the question, and the 

debate about the relationship between debt and growth is still very much open since the number 

of articles devoted to this relationship keeps growing. Moreover, as mentioned earlier, the 

results from the RR study have been (at least partially) confirmed by many empirical studies. 

 

2.1. The presence of a threshold 

In discussing this issue, we have no intention to sum up all the contributions, and focus 

instead on a few. Kumar and Woo (2010) have found that a 10-percentage point increase in the 

initial Debt-to-GDP ratio is associated with a slowdown in annual real per capita GDP growth 

of 0.15 percentage points per year in advanced economies. They have also uncovered some 

evidence of non-linearity. According to the authors, only high levels of debt (i.e. above 90% of 

GDP) have a significant negative effect on growth.  

Similarly, Cecchetti et al. (2011) have found that a 10% increase in government debt 

reduces real per capita GDP growth by 0.17% per year and that public debt becomes a drag on 

growth beyond 96% of GDP.  

Baum et al. (2013) have analyzed the non-linear impact of public debt on GDP growth 

in the Euro Area. Their results suggest that the short-run impact of debt on GDP growth is 

positive, but decreases to around zero and loses significance beyond public debt-to-GDP ratios 

of around 67%. As for high debt-to-GDP ratios (i.e. above 95%), empirical results suggest that 

additional debt has a negative impact on economic activity. 

We can also cite the more recent and, according to us, very interesting paper of Pescatori 

et al. (2014). In fact, the authors have raised many doubts about the existence of an appellative 

idea of a simple threshold in the relation between debt and growth. What is really interesting 

about the study of Pescatori et al. (2014) is that it concentrates on the long-term relationship 

between debt and GDP growth (i.e. today’s stock of debt over GDP and GDP growth in the 

next h – years)8, unlike the analysis of RR (2010) which focuses on the short-run “Debt-to-

                                                           
8 By taking a longer-term perspective they have tried to mitigate the reverse causality effects that temporary 

recessions can have on the debt-to-GDP ratio in the short run. 
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GDP – growth” relationship. More precisely, Pescatori et al. (2014) study different episodes 

(characterized by the growth of GDP over 15 years) during which public debt rises above a 

certain threshold, finding “no evidence of any particular debt threshold above which medium-

term growth prospects are dramatically compromised”. Furthermore, their results suggest that 

the “debt trajectory can be as important as the debt level in understanding future growth 

prospects”, and according to them, countries with high but declining debt appear to grow 

equally as fast as countries with lower debt9. Moreover, according to them, using a span of 5, 

10 or even 20 years does not modify the main conclusions.  

According to these authors, the negative impact of a high level of debt on economic 

growth cannot be limited only to the very short term, and the relationship between debt and 

GDP growth should, therefore, be studied over long timeframes. However, we have many 

doubts about the relevance of this type of analysis. In fact, the problem with episodes is that 

they very often have different characteristics and contexts, so in general, we do not have 

homogeneous episodes, witnessing instead, variables within episodes with heterogeneous units. 

For instance, the effects of public debt on GDP growth would certainly be different among 

different episodes since the level of public debt is not the same, and its composition may differ 

among episodes. 

Ash et al. (2015) re-examine the relationship between public debt and GDP growth by 

critically reviewing the empirical results from the previous papers: Reinhart and Rogoff (2010, 

2012), Cecchetti et al. (2011), and Checherita-Westphal and Rother (2012). They find that there 

are no consistent thresholds in the data (i.e. 5-year forward growth rates are no lower when 

public debt exceeds 90% of GDP). 

 

2.2. Causality 

Theoretical arguments suggest that there is a negative non-linear correlation between 

public debt and economic growth. However, correlation does not necessarily imply causation. 

Hence, the issue of causality is additional to the threshold effect.  

There are two points of view on the subject in the literature. The first is that the 

relationship between public debt and GDP growth may be causal from public debt to growth. 

In this case, public debt negatively affects growth and is responsible for poor economic 

performance in countries with high value of “Debt-to-GDP” ratio. The second is that high debt 

may be the result of sluggish GDP growth. For instance, low economic growth may push a 

                                                           
9 Results of this study also suggest that higher debt is associated with a higher degree of output volatility. 
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country to borrow more in order to finance domestic economy, and therefore, may imply an 

increase in the debt ratio. Yet another possibility is the existence of a third variable (an omitted 

variable), that simultaneously affects both public debt and GDP growth (i.e. increases debt and 

reduces growth). 

The direction of causality between public debt and GDP growth may have important 

policy implications. In fact, if high levels of public debt negatively affect economic growth, 

then expansionary fiscal policies that increase the debt-to-GDP ratio may reduce long-run 

growth perspectives, even if effective in the short-run. Therefore, any potential benefits of such 

policies may be partially (or fully) offset in the long-run. Although Alesina and Ardagna (2009), 

Cochrane (2011), and Perotti (2012) have argued in favor of the expansionary effects of fiscal 

adjustments on the basis of similar arguments, other authors have argued that expansionary 

fiscal policy is highly effective in environments with very low interest rates. In that case, 

expansionary fiscal policy is self-financing as increased government spending would not be 

offset by monetary authorities increasing interest rates (DeLong and Summers, 2012). 

In their seminal paper, RR (2010) demonstrated that causality runs from public debt to 

growth, and these results have subsequently been confirmed by other authors. However, some 

other authors, like Panizza and Presbitero (2012), reject the hypothesis that high debt causes 

lower growth in a sample of OECD countries, even if their overall empirical results are 

consistent with the existing literature (i.e. the existence of a negative correlation between debt 

and growth).  

The more recent paper of Donayre and Taivan (2015) also analyzes the direction of 

causality between public debt and real economic growth in OECD countries, finding evidence 

of both types of unidirectional causality, of bidirectional causality, and of no causality between 

real economic growth and public debt levels. These authors thus conclude that the causal link 

is intrinsic to each country, and hence, it cannot be inferred that higher debt always leads to 

lower economic growth. 

Ash et al. (2015) re-examine the “Debt-to-GDP – growth” relationship by using the 

datasets from a few previous studies. Focusing on endogeneity and non-linearity10 issues that 

emerge in empirical analysis, these authors find that causality is more likely to run from GDP 

growth to public debt than vice versa. 

 

3. Empirical Study 

                                                           
10 In fact, a few key issues that emerge in empirical exploration of the relationship between growth and public debt 

are endogeneity, non-linearity, and heterogeneity. 
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3.1. Data 

 In this paper we use the historical public debt database (HPDD) on gross government 

debt-to-GDP ratios that was constructed by the IMF Fiscal Affairs Department11,12 and that 

covers public debt at the general government level13. We select 87 countries conditioned by the 

existence of data from 1970. Data for GDP per capita in PPP, comes from Penn World Tables 

(PWT, versions 7.1 and 9) has been previously harmonized. Data for human capital indicator 

comes from PWT (version 9). Other variables used in our study come from the World 

Development Indicators (WDI) of the World Bank. Data for some years were not-available 

(NA) and we calculated them by using autoregressive regressions models were the order of the 

process was chosen by the Schwarz criterion. The new values were obtained by repeated 

simulations of this process. 

 

3.2. Long-run memory analysis 

As mentioned in the introduction, most literature relating to the “Debt-to-GDP – 

growth” relationship implicitly assumes that there is some value of d that should be understood 

as a threshold value. Below this value d does indeed positively affect g and the contrary is 

observed above that value. We approach this question by studying the statistical characteristics 

of d and g.  

In this paper we propose to study mostly d because the data generating process of y or 

g have already been extensively studied. More precisely, one of our main objectives is to 

identify the memory type of d series (i.e. short or long memory). We understand “a series with 

a short memory” a covariance-stationary series, as being stationary. The mean of a stationary 

series is the same for any time-period and the covariance of any pair of observations depends 

only on the time between these observations. As we see below, a stationary series can have a 

“long” memory, rather than a “short” one. Several tests of long-range dependence are available 

in the literature, most of these being described in Beran’s (1994) reference book. 

 

3.2.1. Analyses of ACF (auto-correlation functions) 

                                                           
11 More precisely by Abbas et al. (2010), IMF Working Paper WP/10/245. 
12 The HPDD was compiled by bringing together a number of other databases of individual researchers or 

institutional bodies, as well as information from official government publications and publications of the League 

of Nations and the United Nations. 
13 The general government sector consists of all government units and all non-market non-profit institutions that 

are controlled and mainly financed by government units, comprising the central, state, and local governments. 

The general government sector does not include public corporations or quasi-corporations (p. 6). 
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To achieve our purpose and to capture the presence of the long memory or persistency 

in d, we use several methods, beginning by evaluating the auto-correlation functions (ACF). If 

a variable is mean-reverting (i.e. stationary), this should be detected by this analysis.  

We follow Poterba and Summers (1988) and assume that a process is mean-reverting if 

at some frequency the auto-correlation is negative. However, this is a necessary but not 

sufficient condition.  

Table 1: ACF (auto-correlation) 

Lag k 15 16 17 18 19 20 25 

Countries with ACF<0 0 30 33 36 41 43 54 

 

Table 1 resumes the evolution of ACF values: at k=15 all countries of our sample have 

a positive ACF; the first non-positive values appear at k=16 (for 34% of countries) and at k=25 

we have 54 countries (62% of total). Almost 40% of our countries continue to exhibit positive 

values for the auto-correlation for a period of 25 years. The first result is quite impressive for 

the 87 countries: during 15 years the relationship is positive. Moreover, these results confirm a 

long memory process for debt. 

 

3.2.2. Spectral analysis 

Following the Beran et al. (2013) heuristic definition of linear dependence, we study the 

spectral representation of d by using Frequency-domain (spectral) analysis. We have opted for 

this analysis since it can provide an intuitive frequency-based description of the time series, and 

can indicate interesting features such as long memory, presence of high frequency variation, 

and cyclical behavior. 

 In a series with long-memory the auto-correlations are not necessarily very large but 

they persist for a long time and they decay at a slow rate. The values of this series tend to stay 

during relatively long periods at high values, and similarly during relatively long periods at low 

level values (Beran, 1994; Beran et al., 2013). 

 We know that any stationary process has a frequency-domain representation besides the 

usual time-domain representation (Hamilton, 1994, Chapter 6). Representing by   a particular 

frequency, our series d is defined in terms of a weighted sum of periodic functions: 

0 0
( )cos( ) ( )sin( )td t d t d

 

               (1) 

 Usually this representation is used for the recognition of cycles in the data but it also 

allows us to detect the presence of long memory in the series under study. 

 Taking  j  as the auto-covariance of order j the population spectrum of d is given by:  



10 
 

1
( )

2

ji

d jj
s e  



 


       (2) 

where 1i   .  Beran et al. (2013)14: propose the following heuristic definition of linear 

dependence15: 

  

 diverges to infinity long-run memory  

0,  ( )ds   converges to a finite constant short-run memory 

 converges to zero anti-persistence 

 

In a calculable way for a sample from 1 to T, the sample periodogram is given by: 

 

1

0 1

1
( ) 2 cos( )

2

T

d jj
s j   






  
      (3) 

 

 The values of ( )ds   tell us how much energy is contained within d as a function of the 

frequency. McLeod and Hipel (1978) defined a process of long memory when the limit of the 

sum of the absolute value of the auto-correlation in not finite. This definition means that the 

spectral density of a long-memory variable is unbounded at low frequencies.  

 

Spectral Analysis Results 

We calculate the spectrum for d of the different countries by using the function 

spectrum16 of the library stats-package of R Core Team (2015). For all countries of our sample 

we detect increasing values of the spectrum when frequency 0 that indicates the presence 

of long-run memory in d. Figure 1 presents two examples of the spectrum evolution of d series 

for Venezuela (VE) that have the lowest value of the median of d and for Guyana (GY) that 

have the highest value of the median. As we see, when the frequency (ω) approaches zero, the 

spectrum diverges to very high values.  

 

Figure 1. Two examples of the spectral values 

                                                           
14 Beran et al. (2013), p. 19. 
15 Where we have replaced “long-range” and “short-range” “dependence” by long-run and short-run memory. 
16 We take m=1, and so L=3 for the Daniell kernel. 
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Note: The spectrum values are not transformed in logs. GY stands for Guyana and VE for Venezuela. 

 

Thus, the results of the spectral analysis applied to all countries of our sample suggest 

the presence of long memory in d series. 

 

3.2.3. Hurst tests: R/S and Whittle 

At this point we calculate the rescaled adjusted range statistics (R/S) of Hurst (1951) 

and Mandelbrot (1972 and 1975) as well as the H estimator of Whittle (1953) for our sample. 

In fact, the oldest and best-known method for detecting long memory is the R/S analysis. 

This method, based on hydrological analysis of Hurst (1951), and lately developed by 

Mandelbrot (1972 and 1975), allows the calculation of the self-similarity parameter H that 

measures the intensity of long-range dependence in a time series. 

If the Hurst exponent is equal to 0.5, it gives an indication of a Brownian motion 

(random walk), i.e. a random process with no long range memory17. Values different from 0.5 

and ranging from 0.5 to 1 are indicative of a persistent, trend-reinforcing series (positive long 

range dependence); positive values that are shorter than 0.5 suggest anti-persistence, (i.e., when 

a time series reverses itself more often than a random series would).  In other words, if the Hurst 

exponent is 0.5<H<1.0, the random process will be a long memory process; the H<0.5 indicates 

a short-memory process18. This test has been extensively applied to financial data (Hauser, 

1997; Weron, 2002; Lillo and Farmer, 2004). 

                                                           
17 H0 of the Hurst test is: H = 0.5. 
18 Through Monte Carlo simulation, Hurst noted that if the underlying process is a random draw from a stable 

distribution, then H = 0.5. If H is greater than 0.5, there is evidence of persistent dependence (large values followed 

by large values and small values followed by small values) and if H is less than 0.5, an ergodic or mean reverting 
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The idea behind the rescaled adjusted range statistics (R/S) is to compare the minimum 

and maximum values of running sums of a normalized series with mean zero19. The deviations 

are larger for long-memory processes than for short-memory processes.  

 The auto-covariance of a stationary variable d with long memory can be represented in 

the limit, j  , by:  

(j) ~ j (j),    0< 1L        (4) 

2 2H    and (j)L  is a slowly varying function, ( )
lim 1

( )j

L tj
L j

 . The smaller the value of 

  the longer the memory in the variable. In the case of a short-memory process 0.5H  . 

 The classical value of the Hurst coefficient, or R/S, is obtained by: 

 

11
1 1

1
/ max ( ) min ( )

k k

j j
k Tk T

j jT

R S d d d d
s   

 

 
    

 
     (5) 

with Ts  the likelihood standard deviation estimator, 

 

1/2

2

1

1
( )

T

T j

j

s d d
T 

 
  
 
      (6) 

  

 The first (second) term in brackets in (5) is the maximum (minimum) over k of the partial 

sums of the first k deviations of dj from the sample mean20. The difference named “range” is 

obviously non-negative. 

 Campbell et al. (1997) refer to several seminal papers of Mandelbrot21, Taqqu, and 

Wallis that have demonstrated the superiority of the R/S to other conventional methods for 

determining long-range dependency such as spectral decomposition, variance ratios or analysis 

of auto-correlation. However, there are several important shortcomings of this test, i.e. it is 

sensitive to short-term dependence and heteroscedasticity22, problems that we might face in our 

                                                           
process is indicated. H = 0.5 – random walk (random process with no long range memory); H ∈ (0, 0.5) – mean 

reverting; H ∈ (0.5, 1) – mean-averting) 
19 More precisely, the R/S statistic is the range of partial sums of deviations of a time series from its mean, rescaled 

by its standard deviation. 
20 See Campbell et al. (1997), p.62. 
21 Mandelbrot (1971) was the first to suggest that R/S analysis could be useful in studies of economic data and 

provided an economic rationale. In Mandelbrot (1972), it was further argued that R/S analysis was superior to 

auto-correlation and variance analysis since it could consider distributions with infinite variance and was superior 

to spectral analysis because it could detect non-periodic cycles. 
22 Lo (1991) discusses the lack of robustness of the R/S statistic in the presence of short memory or 

heteroscedasticity. 
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empirical analysis. For Campbell et al. (1997), the most important shortcoming of the R/S test 

is its sensitivity to short-range dependence. Bhattacharya et al. (1983) proved that the R/S test 

is not robust to departures from stationarity.  

 Taqqu et al. (1995) propose nine methods to compute the Hurst exponent: (i) the 

aggregate variance method; (ii) the differenced aggregated variance method; (iii) the aggregate 

absolute value/moments method; (iv) the Higuchi or fractal dimension method; (v) the Peng or 

variance of residuals method; (vi) the R/S method (above), (vii) the periodogram method; (vii) 

the boxed or modified periodogram method; and finally (xix) the Whittle estimator.  

 Fox and Taqqu (1986), Dalhaus (1989), and Giraitis and Surgailis (1990) proved that 

the Whittle estimator (Whittle, 1953) is consistent and asymptotically normal for Gaussian 

long-range dependence. The H statistic by the periodogram method is obtained from the slope 

of the plots of the logarithm of the spectral density against the logarithm of the frequencies, 1-

2H. The minimization of a likelihood function to the above method gives an estimation of H 

(Whittle) and its confidence intervals23.  

 

Hurst test results 

We calculate H values by R/S and Whittle for our sample by using packages developed 

by Pfaff (2008) and Maechler (2015) for R.  Figures 2 and 3 represent the distribution of H 

values for the 87 countries. The vertical line is the median value. The second graph of Figure 3 

is the distribution of the standard errors associated with the estimated H values. For all 

individual countries, the null of H=0.5 is rejected at very low p-values of statistical significance.  

 

Figure 2. R/S distribution 

                                                           
23 A complete presentation is in Beran (2014), pp. 420-31. 
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Figure 3. Whittle distribution 

 

  

Table 2: H Estimation by the Whittle Method 

 Minimum Median Mean Maximum 

H (Whittle) 0.7508 0.9899 0.9835 0.9900 

Standard-Error 0.038 0.092 0.085 0.104 
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As we see in Figure 3, and Table 2 that also summarizes our results, the presence of 

long memory in d series is quite obvious (i.e. H exponent is larger than 0.5). 

 

3.2.4. The tests of Geweke and Porter-Hudak and Reisen 

In this paragraph, we present the fractionally integrated processes proposed by Granger 

(1980). We estimate the fractional (or “memory”) parameter d in the ARFIMA(p,d,q) model, 

firstly, using the method of Geweke and Porter-Hudak (1983), denoted in the following by 

(GPH) and, secondly, by the method proposed by Reisen (1994), i.e. smoothed periodogram 

regression (SPR). 

Usually, we consider data-generating processes that are either stationary (i.e. I(0) with 

the ACF declining exponentially, so that observations separated by a long time span may be 

considered as totally independent) or integrated of integer order higher than zero (e.g. I(1) with 

the ACF declining linearly). However, there are some empirically observed times series that 

share neither of the above characteristics, even if transformed to stationary by appropriate 

differencing. In addition, these series still exhibit a dependency between distant observations. 

Granger (1980) theoretically justified these processes and introduced the so-called fractionally 

integrated processes (i.e. long-memory process). 

In order to avoid confusion with the fractional differencing parameter d, instead of using 

dt for our d series (i.e. debt), we use yt to represent our variable of interest. Suppose we have 

the following data-generating process (i.e. integrated process of order d): 

(1 ) ,    ~ (0)d

t t tL y I        (7) 

where d is not the integer and represents the fractional order of integration and L is the lag 

operator.  

For 0<d<0.5, the process yt is long memory, and its auto-correlations are all positive 

and exhibit a hyperbolic rate of decay. For -0.5 < d<0 the process has a short memory (i.e. the 

sum of the absolute values of the auto-correlations tend to a constant, the process is said to be 

“anti-persistent”. In addition, when -0.5<d<0.5, we have a covariance-stationary process; d<1 

we have the characteristic of mean reversion of the process, but if 0.5<d<1 the process is not 

covariance stationary; nevertheless, it is still mean reverting (Baillie, 1996). 
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Geweke and Porter-Hudak (1983) propose calculating d by a semi-parametric function 

known as narrowband least squares (GPH)24. The above process can be represented in the 

frequency domain by: 

2

( ) 1 ( )
d

i

ys e s

 


        (8) 

that in turn after transformation can take the following form: 

2log[s ( )] log[s (0)] dlog[4sin ( 2)] log[ ( ) (0)]y j j js s          (9) 

The authors suggest estimating d by a regression of the ordinates of the log spectral 

density on a trigonometric function of frequencies: 

𝑙𝑜𝑔[𝐼𝑦(𝜔𝑗)] = 𝛽1 + 𝛽2𝑙𝑜𝑔[4 𝑠𝑖𝑛²(𝜔𝑗/2)] + 𝑣𝑗   (10) 

 

where ( )y jI   is the periodogram of yt and 
2log[ ( ) (0)]  ~ (0, 6j js s IID    ). The value 

of 𝑑̂ = −𝛽2̂. When t is auto-correlated, the above regression holds approximately for 

frequencies near zero25.  

Reisen (1994) proposed a modified form of the regression method, based on a smoothed 

version of the periodogram function (SPR). According to Lopes et al. (2002, 2004), the SPR 

estimator has better performance than the GPH estimator in the sense of minimizing the mean 

squared error (mse) values.  

 

GPH and SPR results 

In this sub-section, by using the package ‘fracdiff’ for R developed by Fraley et al. 

(2015), we propose to estimate d by the GPH (Geweke and Porter-Hudak, 1983) and SPR 

(Reisen, 1994) methods presented above. 

The first estimator (GPH) is based on a regression that uses the periodogram function 

as an estimate of the spectral density. The bandwidth used is (T )kbw trunc , where T is the 

number of observations and k (0<k<1) is a parameter whose default value is 0.5 (Diebold and 

Rudebusch, 1989).  

 The second method we use is Reisen’s (1994) SPR estimator.  This uses the same 

bandwidth as the first method and we take the value h, used in the lag Parzen window, equal to 

0.9, 2 ( )hbw trunc T . 

                                                           
24 These authors proposed an estimator of d as the ordinary least squares estimator of the slope parameter in a 

simple linear regression of the logarithm of the periodogram.  
25 For an exhaustive exposition see Beran (2013), pp. 441-5. 
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 Tables 2 and 3 present the results. We include the 1st and 3rd Quartiles because their 

values are substantially different from the minimum and maximum respectively. 

 

Table 3: Estimation of d by GPH 

 Minimum 1stQ Median Mean 3rdQ Maximum 

d 0.319 0.836 1.010 1.060 1.220 2.147 

C.I.-Inf -0.298 0.137 0.315 0.334 0.516 1.390 

C.I.-Sup 0.855 1.52 1.720 1.780 1.990 2.910 

d/Standard-Error 1.23 2.98 4.33 4.44 5.37 10.40 

 

 

Table 4: Estimation of d by SPR 

 Minimum 1stQ Median Mean 3rdQ Maximum 

D 0.248 0.769 0.937 0.910 1.080 1.338 

C.I.-Inf -0.0081 0.453 0.585 0.575 0.727 0.932 

C.I.-Sup 0.488 1.070 1.290 1.250 1.420 1.740 

d/Standard-Error 1.42 2.56 3.54 3.90 4.81 11.20 

 

Figure 4: GPH Statistics distribution 

 

Figure 5: SPR Statistics distribution 
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Our results (see also Figures 4 and 5) confirm the presence of long memory in yt (our 

debt series) since the values of fractional differencing parameter d are positive (d>0) and are 

outside (d > 0.5) the values that characterized a stationary series (d < 0.5). As for a few countries 

that respect the stationary conditions (i.e. when d >0.5), yt is still characterized by long memory 

processes (d>0).   

 

3.2.5. The Variance ratio tests 

Since the work of Cochrane (1988) and Lo and MacKinlay (1988, 1989), the variance 

ratio (VR) has been widely used to study the persistence of economic and financial variables. 

Lo and MacKinlay (1989) proved that in certain circumstances the variance ratio test is more 

powerful than the Dickey-Fuller or the Box-Pierce tests26.  

The VR methodology consists of testing the Random Walk Hypothesis (RWH) against 

stationary alternatives, by exploiting the fact that the variance of random walk increments is 

linear in all sampling intervals.  

The idea behind this test is very simple: if the series dt is stationary the variance for k 

periods will be k/h times the variance for h periods. Cochrane (1988) and Lo and MacKinlay 

(1988, 1989) define the VR of order k for a series as: 

1

1

1
( ) 1 2

k

ii

k
V k

k






 
   

 
     (11) 

                                                           
26 See also Cechetti and Lam (1994). 



19 
 

i  is the i-th lag auto-correlation coefficient of order i. In this formulation, the V(k) is a 

particular linear combination of the first k-1 auto-correlation coefficients (see also Charles and 

Darné, 2009).  A test can be built by considering the statistic based on an estimator of V(k) with 

the null hypothesis that27
1 0k    , i.e. its values are serially uncorrelated: 

2

2

ˆ ( )
( )

ˆ (1)

k
VR k




      (12) 

where 𝜎̂2(1) is the unbiased estimator of the one-period return variance using the one-period 

returns dt, and is defined as: 

𝜎̂2(1) =
1

(𝑇−1)
∑ (𝑑𝑡 − 𝜇̂)²𝑇

𝑡=1     (13) 

and 𝜎̂2(𝑘) is: 

2 2

1 1

1
ˆ ˆ( ) ( )

T

t t t kt k
k d d d k

m
   

        (14) 

with ( 1
k

m k T k
T

 
    

 
 and ̂  - the estimate mean of dt. 

If dt is a random walk then for all horizons of k, the expected values of VR (dt;k) should 

be equal to unity. A value significantly lower than unity at long horizons of k is a characteristic 

of a mean-reverting series. Conversely, if at long horizons the expected value of VR (dt;k) is 

significantly higher than unity, the series is said to be “mean averting”, i.e. explosive. 

Lo and MacKinlay (1988) propose a different version of the variance ratio test under 

homoscedastic errors (M1(k) statistics) and heteroscedastic errors (M2(k) statistics) with the null 

hypothesis V(k) =1. 

 The standard normal test statistics proposed by authors to test the null hypothesis of 

random walk under the assumption of homoscedasticity is: 

1

( ; ) 1
( ) ~ (0,1)

( )

VR d k
M k N

k


     (15) 

the asymptotic variance ( )k  is equal to: 

2(2 1)( 1)
( )

3

k k
k

kT


 
      (16) 

The standard normal test statistics under the assumption of heteroscedasticity is:  

2

( ; ) 1
( ) ~ (0,1)

*( )

VR d k
M k N

k


 ,     (17) 

                                                           
27 The hypothesis to test random walk against non-random walk is equivalent to testing VR(k) = 1 against VR(k) 

≠ 1. 
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with 

2 22
1 1

21
2

1

ˆ ˆ( ) ( )2( )
*( )

ˆ( )

T

t t jk t j

j T

tt

d dk j
k

k d

 




  





  
  

   
 





    (18) 

 

One of the serious shortcomings of the Lo and MacKinlay test is that in a finite sample 

(i.e. when k is large relative to T) the test statistics are severely biased and right skewed. 

Another weakness underlined by Chow and Denning (1993), is that it ignores the joint 

nature of testing for the RWH. In fact, individual separate tests for k values may be misleading 

leading to over rejection of the null. To overcome this shortcoming, they proposed Multiple VR 

tests that allow for the examination of vectors of individual VR tests while controlling for 

overall test size: 

1
max ( )    for 1,2h h i

i m
MV T M k h

 
               (19) 

to test the null of M1 or M2 equal to unity. For m values the null is rejected if any one of the 

VR’s is significantly different from unity28.  

  

The Lo and MacKinlay VR test (1988) results  

The first step in the application of the VR(k) tests refers to the non-rejection of 

heteroscedasticity (i.e. ARCH test)29. We apply an ARCH test (Tsay, 2013) where the null of 

no-ARCH is decided at the critical level of 10% (Table 5). We choose arbitrary k = 5, 15 and 

25.   

Table 5: ARCH Tests (non-rejection) 

Number of countries Lags SL (median) 

4 5 4.5e-07 

28 15 0.012 

52 25 0.34 

 

 For 25 lags, a slight majority of countries does not reject the null of no-ARCH behavior. 

The presence of the ARCH effect is obvious for almost all countries for 5 lags, and for a third 

in the case of 15 lags. In the following we use M1 and M2 Lo and MacKinlay-type tests by 

assuming that M1 is appropriate for small values of k. 

                                                           
28 The critical values are in Chow and Denning (1993). 

29 ARCH: the autoregressive conditional heteroscedasticity.  
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 We begin the analysis of the VR by calculating for M1(k) and M2(k) statistics for k=2, 

…, 25. The median of VR for all countries is represented in Figure 6 (left figure). As we can 

see, for all countries the values of VR are far from unity (that means that the null hypothesis 

that the variance ratio is unity should be rejected). As expected, the values of M1 and M2 

converge with an increase in k.  The variable dt shows a high level of inertia and, the effects of 

a positive shock give an expression of being ‘explosives’ (i.e. 25 years after the initial shock its 

effects were amplified four times).  

The right figure illustrates the mean of M1(k) and M2(k) for a group of countries (11 and 

10 countries, respectively)30 with the VR less than unity at k=25. For this group the mean equals 

unity for k=20. As for the entire sample, for the groups of 10/11 countries, we obtain similar 

results with dt characterized by a high level of inertia; however, it seems that after 5-6 years the 

effects of a shock are smoothed and will be null after 20-21 years. 

 

Figure 6: Lo and MacKinlay VR Tests 

 

 However, it seems to us that these results might hide differences among countries in 

their responses to shocks depending on the levels of debt. To verify our hypothesis we take the 

values of the median of debt and the values of M2(25) statistics (i.e. after 25 years after the 

initial shock) and represent them together in Figure 7. The box-plot of debt and M2(k) (left and 

                                                           
30 We calculate M1(k) for 11 countries: BB – Belgium; TD – Chile; GA – Germany; GD – Guatemala; IL – Italy; 

JM – Japan; KR – Malawi; MU – Mexico; NI – Niger; PY – Peru; UY – Venezuela. And M2(k) for 10 countries: 

BB – Belgium; TD – Chile; IL – Italy; JM – Japan; KR – Malawi; MU – Mexico; NI – Niger; PY – Peru; SZ – 

Sweden; UY – Venezuela. These countries were chosen because of the low value of VR (i.e. countries whose dt 

series are almost I(0)).  
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below) show unbalanced sets, and the figure illustrates a very slight decreasing relationship 

represented by the lowest (solid) line that can be interpreted as follows: the higher the value of 

the debt, the lower the VR value M2(25) (i.e. the lower would be the effects of a shock 25 years 

after). Looking at the overall picture including the 95% confidence interval (represented by 

dashed lines), the most appropriate conclusion is that there is an absence of any relationship 

between d and VR for the complete group of 87 countries.  

 We do the same type of smoothed scatter (Figure 8) for the group of 10 countries that 

are characterized by a low value of VR (i.e. countries where shock is less persistent), and find 

a balanced distribution of variance ratios for an unbalanced (median) debt distribution. We 

obtain a positive relationship between the debt level and the VR.  

 

Figure 7: Lo and MacKinlay Test Results (1) 

 

Note:  see Fox and Weisberg (2011) for the scatter plots. 

 

Figure 8: Lo and MacKinlay Test Results (2) 
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Note:  see Figure 7. 

  

Besides this, the standard deviation of this sample is twice the corresponding value for the total 

countries considered (119.2 and 58.92) for a similar mean (66.3 and 57). A more detailed 

investigation of Figure 7 tells us that a threshold median value is around 70%. 

Therefore, a new scatter is created for these values (Figure 9), from which quite an 

interesting picture can be observed, e.g. a U-shaped relationship between debt level and VR, 

that can be interpreted as the absence of a “one-to-one function” of inertia in relation to debt 

levels.  

 

Figure 9: Lo and MacKinlay Test Results (3) 
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Note:  see Figure 7. 

 

The results for M1(k) and M2(k) are presented in Table 6 and are obtained by using 

Kim’s (2015) method.  

 

Table 6: M1 and M2 Lo and MacKinlay Tests 

 Minimum 1stQ Median Mean 3rdQ Maximum 

M1(5) 2.98 7.67 11.60 13.50 18.40 41.90 

M1(15) -0.12 5.27 9.58 12.80 18.00 48.00 

M1(25) -0.21 1.48 4.22 9.69 13.80 53.10 

M2(5) 2.90 6.36 8.85 10.10 13.10 29.40 

M2(15) -0.12 4.90 8.28 10.00 13.70 35.00 

M2(25) -0.20 1.57 4.17 7.96 12.70 41.00 

 

 The distribution of the significance levels obtained by bootstrapping (Kim, 2006), 

consists of near-zero values for the different k values for the M1(k) and M2(k) tests. The 

equivalent significance levels are obtained for the Chow and Denning (1993) joint test, taking 

again k = 5, 15 and 25. For the wild bootstrap we use the Normal distribution. 
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 Based on the above, we conclude this sub-section by confirming the presence of the 

long memory in d.   

 

3.3. Unit Root (UR) and Stationary Tests 

The next step of our study consists of investigating the stationary characteristics of d by 

applying the usual tests of stationarity. If there is some value of d for which its values tend to 

return after a shock, then d is stationary31. We apply the usual tests of unit root to confirm the 

existence of a process of mean-reversing or reversing to a determinist trend in d. We investigate 

whether the debt ratios are stationary with a constant, and stationary around a trend. If a country 

does not reject the hypothesis of the presence of a unit root, this means that a positive shock at 

some moment is permanent and will not be cancelled on average.  

To begin, we apply the usual Augmented Dickey-Fuller (1979) (ADF) tests with drift 

and with a trend to the d series of each country. When we cannot reject the null at 10% of the 

trend coefficient, we test only the presence of a drift. We know that ADF tests have a low power 

if the true data-generation process has an auto-regressive coefficient close to 1. The other 

important problem associated with ADF tests is related to deterministic regressors because they 

have a different interpretation under the null and alternative hypothesis. So we also apply the 

Schmidt and Phillips (1992) Lagrange multiplier test (S-P), where the deterministic parameters 

have the same interpretation under the null or the alternative hypotheses. This test allows the 

choice of the order of the polynomial trend32. 

However, the first generation of panel unit root tests, through ignoring the presence of 

CSD, may produce inconsistent results. Therefore, in order to control for the problem of cross-

sectional correlation, we use a new generation (second generation33) ADF test of Chang (2002) 

and apply it separately to the individual series and to the entire group. Under the unit root 

hypothesis, in the context of ADF, 1i   we have the well-known equation: 

, , 1 , , ,

1

ip

i t i i t i k i t k i t

k

y y y  



     ò     (20) 

Chang (2002) proposes an instrumental variables (IV) estimation of this equation. More 

precisely, to deal with CSD he suggests using a non-linear function F for the lagged level values 

of y. For the lagged difference, the augmented part of the ADF, he proposes using the variables 

                                                           
31 However, as we have seen before, a variable may be non-stationary and moreover, mean-reverting.  
32 For ADF and S-P we use the 2015 version of the package ‘urca’ for R (Pfaff, 2008). We retain the t-values of 

the tests. 
33 See Hurlin and Mignon (2007).  
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themselves as instruments. The transformation is named the instrumental generating function 

(IGF). The average IV t-ratio statistic is thus defined as 

1

1 N

n i

i

S Z
N 

       (21) 

for the N cross-sectional units, and iZ  is the cross-sectional non-linear IV t-ratio statistic for 

testing 1i   for the ith unit. 

There are several advantages of using this test, as noted by Chang (2002) and Breitung 

and Pesaran (2005): (i) we can apply it for balanced and unbalanced panels; (ii) it is 

asymptotically Normal; (iii) it is a standardized sum of individual IV t-ratios; and (iv) the non-

linear transformations take account of possible contemporaneous dependence among cross-

section units34. 

The obtained results are presented in Table 7 (below). For the ADF and Chang tests we 

used a maximum of 5 lags and the appropriate lag was chosen by the Schwarz Bayesian 

Information Criterion (BIC). For the S-P test we begin with a polynomial trend of order 4 and 

reduce the degree until the null hypothesis of its coefficient is not rejected. For the ADF test 

only four countries reject the null of unit root at 1% significance level; three at 5% and four at 

10%, i.e. 11 countries out of 87 reject the unit root at 10%. 

For the S-P the picture is not very different, six countries reject the null of unit root at 

1% significance level; seven at 5% and four at 10%. This means that in 87 countries only 17 

reject the null at 10%. 

In respect of the Chang test, no country rejected the unit root at 1% significance level; 

only three countries out of 87 reject the null of unit root at 5% significance level; and four at 

10%.  As for the panel, the Chang test does not reject the null of unit root for both hypotheses 

whether we consider a constant or a constant and trend. Based on the above, we conclude that 

the variable d is not stationary.  

 

Table 7: Results of the Unit Root Tests 

 
ADF S-P Chang 

Country C C,T 
 

C C,T 

AR -3.97 *** 
  

-3.74 *** -1.71 * -1.74 * 

AU -2.47 
   

-3.02 * -1.92 * -1.42 
 

                                                           
34 The package “pdR” of Tsung-wu (2015) was used to compute separate tests for individual countries and for the 

panel (as a simple average of country values). 
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AT -0.72 
   

-1.61 
 

0.91 
 

0.27 
 

BS 
  

-1.94 
 

-2.52 
 

-0.80 
 

-0.23 
 

BB 
  

-2.03 
 

-2.34 
 

-0.45 
 

-0.53 
 

BE 
  

-4.72 *** -3.70 *** -0.63 
 

-0.60 
 

BJ 
  

-1.63 
 

-0.78 
 

0.93 
 

0.29 
 

BO 
  

-2.56 
 

-1.87 
 

1.19 
 

0.26 
 

BI 
  

-2.4 
 

-1.7 
 

-1.43 
 

-0.85 
 

CM -1.37 
   

-2.04 
 

0.04 
 

-0.01 
 

CA -2.66 * 
  

-3.40 ** 0.10 
 

0.15 
 

CF -1.22 
   

-1.40 
 

-0.39 
 

0.17 
 

TD -1.79 
   

-2.49 
 

0.26 
 

0.43 
 

CL 
  

-3.69 ** -2.46 
 

0.68 
 

-0.07 
 

CO 
  

-2.53 
 

-2.66 
 

-1.30 
 

-1.56 
 

CD -1.38 
   

-1.46 
 

0.00 
 

0.56 
 

CG -2.01 
   

-0.96 
 

0.32 
 

0.35 
 

CR -2.49 
   

-2.72 
 

0.19 
 

-0.13 
 

CY 
  

-2.91 
 

-2.76 
 

0.25 
 

0.40 
 

DK 
  

-2.84 
 

-3.33 ** -2.01 ** -2.43 ** 

DO -1.75 
   

-2.48 
 

-1.42 
 

-1.47 
 

EC -1.61 
   

-2.18 
 

0.28 
 

0.28 
 

EG 
  

-2.35 
 

-2.26 
 

0.69 
 

0.82 
 

SV -1.67 
   

-3.54 ** -0.49 
 

-0.70 
 

FJ 
  

-4.55 *** -2.23 
 

-0.05 
 

0.58 
 

FI -2.22 
   

-3.19 ** 0.09 
 

-0.17 
 

FR -1.70 
   

-2.35 
 

-1.36 
 

-1.31 
 

GA -1.82 
   

-1.77 
 

-0.22 
 

0.20 
 

DE -0.16 
   

-3.10 
 

1.52 
 

1.03 
 

GH -1.88 
   

-2.63 
 

0.02 
 

-0.05 
 

GR -1.51 
   

-2.51 
 

0.77 
 

0.67 
 

GD 
  

-2.54 
 

-2.33 
 

-1.31 
 

-1.54 
 

GT -1.92 
   

-3.10 ** -0.08 
 

0.11 
 

GY -1.40 
   

-1.77 
 

0.52 
 

-0.52 
 

HT -2.42 
   

-2.77 * -1.20 
 

-1.36 
 

HN -1.11 
   

-2.03 
 

0.11 
 

0.33 
 

IN -1.14 
   

-2.24 
 

-0.19 
 

-0.28 
 

IE 
  

-3.13 
 

-3.25 
 

-2.18 ** -2.24 ** 
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IL 
  

-2.98 
 

-1.07 
 

0.96 
 

0.38 
 

IT -1.99 
   

-2.15 
 

-1.01 
 

-0.99 
 

JM -1.65 
   

-2.76 
 

-0.85 
 

-0.84 
 

JP 
  

-1.02 
 

-3.41 
 

2.04 
 

1.88 
 

JO -2.19 
   

-2.21 
 

0.19 
 

0.05 
 

KE -1.40 
   

-0.89 
 

0.79 
 

-0.46 
 

KR -1.01 
   

-2.67 
 

-1.06 
 

-1.00 
 

MW -2.01 
   

-1.85 
 

-0.91 
 

-0.79 
 

MY -2.16 
   

-2.74 
 

-0.53 
 

-0.92 
 

ML 
  

-1.45 
 

-1.74 
 

0.37 
 

0.09 
 

MT 
  

-2.6 
 

-0.87 
 

1.60 
 

-0.64 
 

MU -3.07 ** 
  

-2.43 
 

-1.69 * -2.05 ** 

MX -1.70 
   

-1.89 
 

0.18 
 

0.13 
 

MA -1.84 
   

-3.30 
 

0.21 
 

-0.33 
 

NP 
  

-0.16 
 

-0.12 
 

0.00 
 

-0.51 
 

NL 
  

-2.43 
 

-2.60 
 

-1.52 
 

-1.69 * 

NZ 
  

-2.41 
 

-3.82 * 0.70 
 

-0.77 
 

NI -2.50 
   

-6.05 *** 1.31 
 

1.08 
 

NE -1.57 
   

-2.35 
 

0.32 
 

0.32 
 

NG -1.65 
   

-1.84 
 

1.44 
 

1.08 
 

NO 
  

-4.1 *** -3.97 *** -0.42 
 

-0.39 
 

PK -2.03 
   

-2.51 
 

0.60 
 

1.02 
 

PA -2.10 
   

-2.34 
 

0.37 
 

0.33 
 

PY -2.95 ** 
  

-2.36 
 

0.81 
 

0.58 
 

PE -2.10 
   

-2.32 
 

0.62 
 

1.12 
 

PH -1.43 
   

-2.79 
 

0.72 
 

-1.18 
 

PT 
  

1.53 
 

-4.91 ** -1.13 
 

-0.67 
 

RW -1.72 
   

-1.89 
 

-0.27 
 

-0.33 
 

WS 
  

-2.64 
 

-2.78 
 

0.08 
 

-0.74 
 

SN -1.90 
   

-2.89 
 

0.77 
 

0.14 
 

SL -1.22 
   

-2.47 
 

0.03 
 

0.35 
 

SG 
  

-3.34 * -1.18 
 

-1.50 
 

-1.23 
 

ZA 
  

-3.39 * -3.28 
 

1.23 
 

1.81 
 

ES -1.52 
   

-4.00 
 

0.56 
 

0.96 
 

LK -1.89 
   

-2.47 
 

-0.55 
 

-0.47 
 

SZ -2.47 
   

-1.91 
 

-0.42 
 

-1.29 
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SE 
  

-3.29 * -3.41 
 

0.25 
 

0.21 
 

CH -2.02 
   

-3.68 
 

-0.75 
 

-0.68 
 

TZ -0.81 
   

-2.68 
 

-0.99 
 

-1.63 
 

TH 
  

-3.96 ** -3.72 *** -0.72 
 

-0.71 
 

TT -1.43 
   

-1.59 
 

-1.24 
 

-0.97 
 

TN 
  

-0.62 
 

-2.31 
 

-0.01 
 

-0.31 
 

TR 
  

-2.98 
 

-2.62 
 

-1.50 
 

-1.94 * 

UG -1.70 
   

-1.28 
 

0.32 
 

0.47 
 

UK -2.48 
   

-3.02 * 0.06 
 

-0.36 
 

US 
  

-2.68 
 

-4.07 *** 0.52 
 

-0.40 
 

UY -2.46 
   

-3.13 ** -1.15 
 

-1.08 
 

VE 
  

-2.74 
 

-3.15 
 

1.37 
 

-1.51 
 

ZM -1.29 
   

-2.12 
 

-1.09 
 

-1.27 
 

Mean 
      

-0.13 
 

-0.33 
 

Note: the stars have the usual meaning, *** for rejection at least of 1% of significance level, ** for 5% and * for 

10%. 

 

Therefore, we continue our analysis of the hypothesis that dt is non-stationary in levels 

and stationary after differencing, i.e. it is integrated of order one, I(1). Assuming that Yt has the 

same order of integration as dt we should implement a test for panel co-integration between 

these two variables. 

 

3.4. Co-integration Tests 

Once the order of stationarity was defined, the next step of our empirical analysis was 

to test whether dt and Yt are co-integrated. To do so, we apply the Westerlund (2007) tests for 

co-integration to our data (panel of 87 countries over the period 1970-2012). For this test we 

use panel data since the additional cross-sectional components incorporated in panel data 

models provide better properties of panel co-integration tests compared with standard co-

integration tests for time series samples. First, we consider dt and Yt alone and, secondly, by 

conditioning them on the following variables: the level of merchandise exports on GDP (x), 

external trade on GDP (op), and gross fixed capital formation on GDP (gfc).  

The four Westerlund (2007) panel tests do not impose any common-factor restriction 

since the four tests are based on structural rather than residual dynamics; and the bootstrap 

method takes into account the presence of cross-sectional dependence35.  

                                                           
35 In fact, some of the first panel tests required that the long-run parameters for the variables in their levels should 

be equal to the short-run parameters for the variables in their differences, the so called common-factor restriction. 
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If the null of the error-correction term (ECM) in a conditional panel error-correction 

model is not rejected then we should accept the null hypothesis of no co-integration.  

 The ECM equation is given by: 

, 1 , 1 , ,

1 1

' '
i ip p

it i t i i t i t ij i t j ij i t j it

j j

y d y x y x e    


   

 

               (22) 

where ' 'i i i    . The parameter αi determines the speed at which the system corrects back 

to the equilibrium relationship, yi,t−1−β′ixi,t−1, after a sudden shock. If αi<0, then there is error 

correction, which implies that yit and xit are co-integrated; if αi=0, then there is no error 

correction and, thus, no co-integration (Persyn and Westerlund, 2008, p. 233). The i  are the 

beta coefficients of the long-run relationship; indexes i refer to the N individuals and t to the T 

time periods and d refers to the deterministic components. In the ECM equation the lags and 

leads can vary across individuals. After the estimation of (22) we compute: 

,
ˆˆ ˆ

i

i

p

it ij i t j it

j q

u x e 



         (23) 

 

The proposed group-mean tests are calculated as: 
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Where 
ˆ

ˆ (1) ˆ
ui

i
yi





  and ˆ

ui and ˆ
yi  are the Newey and West (1994) long-run variance 

estimators based on ˆ
itu  and ity  (Westerlund, 2007). 

 The null of the test is that 0 i i    against 0i   for at least one i. The panel tests 

proposed by Westerlund take the i   for all the i and the alternative 0,  ii    36. Table 

8 reports the group-mean co-integration tests results (that are also confirmed by those of the 

panel tests). These results confirm the absence of any co-integration involving Y and d. For the 

first analysis of the relationship between Yt and dt we used data for 87 countries; as for the 

                                                           
The failure of this requirement can cause a significant loss of power for residual-based co-integration tests (Kremes 

et al., 1992). 
36 As we said, the null hypothesis of no co-integration is H0: αi= 0 for all i. The alternative hypothesis depends on 

what is being assumed about the homogeneity of αi. Two of the tests, called group-mean tests, do not require the 

αis to be equal, which means that H0 is tested versus Hg1: αi<0 for at least one i. The second pair of tests, called 

panel tests, assume that αi is equal for all i and are, therefore, designed to test H0 versus Hp1: αi=α <0 for all i. 

(Persyn and Westerlund, 2008, p. 233) 
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analysis of the relationship between Y, d, and x or op, we used data for 74 countries; and for y, 

d and gfc data for 60 countries was (a list of the countries appears in Appendix A). 

 

Table 8: Co-integration Tests Results 

  
Gtau Galpha 

  

Variables Det Value Z-Value P-value Value Z-Value P-value L ML 

ly, d C -1.49 2.96 0.980 -3.26 6.65 1.000 1.61-1.51 5 

ly, d C, T -2.61 -2.77 0.730 -9.16 3.92 1.000 1.75-1.44 5 

ly, d, x C 1.13 29.53 0.970 -0.16 12.29 0.470 4.84-4.69 5 

ly, d, x C, T -2.57 -0.46 0.950 -6.09 8.85 1.000 2.55-2.2 4 

ly. d, op C -1.64 3.67 0.990 -3.11 8.25 1.000 2.3-2.09 4 

ly. d, op C, T -2.52 0.06 0.930 -5.70 9.30 0.990 2.57-2.41 4 

ly. d, gfc C -1.23 6.72 1.000 -2.58 8.09 1.000 1.43-1.3 3 

ly. d, gfc C, T -2.57 -0.37 0.890 -7.95 6.00 1.000 1.52-1.38 3 

Note: the column Det refers to the deterministic component, C for constant and T for trend; the P-value is the 

robust P-value, taking in account the cross-sectional dependence; L represents the mean lag and mean lead applied 

to the different countries; and ML represents the maximum value of the lags and leads chosen by the Akaike 

criterion (as the sample was reduced after the second line, we have to also reduce this maximum value). 

 

4. Is there a threshold value in the relation between growth and debt? 

 As we have already mentioned, the presence of debt thresholds and, more in general, 

the presence of a non-monotone relationship between debt and growth may have very dramatic 

policy implications. In fact, it is widely admitted that when the level of debt exceeds a certain 

threshold, its impact on growth is negative. From this, it is easy to define a quite simple rule to 

be followed by national governments – “if a country wants to promote future growth and to 

prosper – its debt level should not exceed a certain percentage of GDP” (around 90% of GDP, 

according to RR). 

Therefore, the second main objective of this paper is, by taking into the account the 

statistical properties of debt series that has been analyzed in the previous section (i.e. presence 

of long memory and non-stationarity37), to investigate (i) whether the debt-growth relation 

varies with the level of indebtedness or not and (ii) whether there is a common threshold for 

government debt ratios above which long-term growth rates may drop off significantly (for 60 

                                                           
37 In the previous sections, we have demonstrated the presence of long memory in debt series (that should be 

properly taken into account while studying “growth-debt” relationship); as well its non-stationarity (that do not 

allow researchers to exploit a relation between economic growth and debt by using econometric methods 

developed for stationary variables). We have also found that output and debt series are not cointegrated. 
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countries over 1970-2012 period). We have reduced the number of countries based on data 

availability for control variables.   

To do so, we apply the Hansen (1999) threshold model that aims to capture non-

linearities in the “debt-growth” relationship to a sample of 60 countries over 1970-2012 period. 

Hansen proposed an estimation methodology for the identification of different regimes based 

on the tests for existence of the thresholds. We have opted for this method since it permits us 

to identify different regimes of explanatory variables that have been selected according to 

statistical criteria. In other words, the threshold model allows us to split the sample into different 

groups that potentially capture a non-linear effect of different explanatory variables on growth 

and, therefore, to determine specific policy implications for different regimes. 

To test the presence of different regimes in the relation between growth and debt we 

consider four different types of the threshold variable (and not only one as is usually done in 

the literature). They are: 

(a) the relative weight of debt (i.e. the variable that has been preferred so far in the existing 

literature);  

(b) the level of the GDP per capita, hereafter YRPC;  

(c) a variable representing the time, (i.e. Year);  

(d) and finally, the instability of the relative weight of debt represented by the sum of its 

two consecutive growth rates (d_Dt+d_Dt-1) as its proxy.  

The literature that we have already cited above in this article refers to (a). From a policy 

point of view the relative weight of debt is the most appealing variable, i.e. it corresponds to 

the limit above which the debt would have a negative influence on growth. From this 

perspective, the fact that country maintains its debt level below this limit should be considered 

as an evidence of a “good governance”, and, more generally, as an imperative rule that must be 

respected by countries’ authorities. 

The second (b) translates the importance of national wealth considered as a collateral 

for debt. And because a high level of wealth is usually correlated with good institutional 

practices it would represent also the proper role of capitalist institutions on debt markets.  

Since 1970s, the world has experienced dramatical shifts in financial system and in 

politics, and therefore, has known different political regimes and various financial structures. 

That is why, it seems useful to us to test for the existence of “points” of time (c) that could 

possibly change the relation between debt and growth overtime and, if so, to understand why?  

Finally, we propose (d) to shed some light to the fact that some countries have 

historically high levels of debt without being considered as financially unsustainable and others, 
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whose national debt increased rapidly only recently, have raised suspicions on the international 

financial market about their solvency. Thus, we want to test if the short-term instability, 

measured by the sum of only two variations of debt weight, would influence the “growth-debt” 

relationship. 

 In order to apply the test of Hansen (1999) for the rejection of threshold values in fixed-

effects models, we use the pdR package of Ho Tsung-Wu (2017). A set of control variables is 

included in the estimations: namely, x (the level of merchandise exports on GDP); gfc (gross 

fixed capital formation on GDP), gc (government consumption on GDP) and hc (human capital 

indicator). This variables have been previously transformed into stationary variables (i.e. I(1)). 

The first step is to choose between pooling, fixed-effects (FE) and random-effects (RE) models. 

This methodology is adequate for several reasons: first, because our sample is quite large (i.e. 

as we said above, we have data for 60 individuals over 1970-2012 period); second, because the 

literature confirms a simple threshold imposes a homogeneous econometric estimation strategy. 

The results obtained by the LM and Hausman tests suggests using the FE model. To reduce the 

number of individual dummies we have excluded in a second moment those that doesn’t reject 

the nulls of those tests. The coefficients of our models are robust to heteroskedasticity, Kleiber 

and Zeileis (2008) and Lumley and Zeileis (2015).    

  Our point of departure is estimation of following models: first, we estimate a basic 

model (without “regimes” based on thresholds) (9) and a model based on them (10), where the 

observations are divided into several “regimes” depending on whether the threshold variable 

(TV) is smaller or larger than the threshold   . We take the limiting case of three thresholds. 

The suffix “d_” is used to represent first differences. On the left side, we have a polynomial lag 

of order 3 of the dependent variable. 
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The indicator function ( )kI    is defined as follows, where 1 2 3,  ,     are the values of the selected 

threshold variable: 
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We test three variants of these models. Our model 1 (m1) has the current and one lag of 

the first difference of debt, model 2 (m2) has only the current value of the first difference of 

debt and model 3 (m3) is model 2 without the variable “d_x” when the null (i.e. H0: coefficient 

is statistically different from zero) of it is not rejected. 

 The estimations of our basic model are presented in Table 9 where we have omitted the 

individual dummies. The zero of the first lag of the first difference of debt cannot be rejected 

but by a LM test we can exclude the null of the sum of the current and lag value of the variation 

of debt. The process of adjustment of GDPpc growth is very slowly (0.11038) and debt has a 

negative effect on growth. For all our estimated models the effect was always negative.  

 

Table 9: Basic model (m1) without thresholds 

 

 Coeff. T SL 

d_YRPC_1 .177 3.108 .002 

d_YRPC 2 -.178 1.805 .071 

d_YRPC_3 .111 3.107 .002 

d_X .001 1.881 .060 

d_GFC .002 2.313 .021 

d_HC .716 7.431 .000 

d_GC_1 .171 2.138 .033 

d_D -.124 -4.981 .000 

d_D_1 -.023 -1.325 .185 

SEE 0.07012   
Note: where T is the robust (HC1) T value and SL indicates significance level. 

4.1 First choice for the threshold variable: d (debt to GDP ratio) 

 The Hansen tests (Likelihood-ratio test, LR) are obtained for 100, 200 and 300 bootstrap 

simulation. The values are presented in Table 10. 

 

Table 10: Threshold LR test for m1 with TV=D 

 

D LR SL 

115.7 33.5 *** 

                                                           
38The sum of three coefficients (d_YRPC_1, d_YRPC_2 and d_YRPC_3). 
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101.7, 115.7 47.2 *** 

101.7, 113, 115.7 42.7 *** 

 

Note: TV – threshold variable; *** indicates significant at 1%. 

 

As we can see, the presence of one, two and three thresholds is not rejected. The three 

values of debt for the changes of regimes are 102%, 113% and 116%. All of them are greater 

than the conventional 90% of GDP. We estimate accordingly a model with 4 regimes (r.1 to 

r.4, for the variable d_D and d_D_1).  

 

Table 11: m1 with four regimes (TV=D) 

 

 Coeff. T SL 

d_YRPC_1 0.178 3.121 0.002 

d_YRPC 2 -0.179 1.812 0.070 

d_YRPC_3 0.112 3.111 0.002 

d_X 0.001 1.577 0.115 

d_GFC 0.002 2.594 0.010 

d_HC 0.729 7.472 0.000 

d_GC_1 0.166 2.122 0.034 

d_D.r.1 -0.159 -4.894 0.000 

d_D.r.2 -0.316 -4.171 0.000 

d_D.r.3 -0.996 -1.950 0.051 

d_D.r.4 -0.033 -1.264 0.206 

d_D_1.r.1 -0.002 -0.102 0.919 

d_D_1.r.2 0.111 2.023 0.043 

d_D_1.r.3 0.751 1.148 0.251 

d_D_1.r.4 -0.055 -1.637 0.102 

SEE 0.06913   

Sum of coefficients:   

d_D.r.1 d_D_1.r.1 -0.162 *** 

d_D.r.2 d_D_1.r.2 -0.205 **  

d_D.r.3 d_D_1.r.3 -0.245  

d_D.r.4 d_D_1.r.4 -0.087 *** 
 

Note: T is the robust (HC1) T value, SL is the significance level; SEE is the standard error of the 

estimate. d_D.r.1 is the first lag of the variable d_D in regime 1. 

 

 All control variables have the expected signs (see Table 11). The dominant literature 

says that the coefficients of debt should increase with the change of regime, with the growing 

value of the debt. This does not happen. When debt is between 102% and 113% (-0.205) the 

negative effect of debt is higher than for the situation when debt is less than 102% (-0.162). 

This situation is in accordance with the literature but after that, we have an absence of effect 
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when debt is between 113% and 116% and the lowest negative effect of debt on growth for the 

situations of debt greater than 116% (-0.087). 

 However, the estimation in Table 11 presents two weaknesses: the non-significance of 

d_x and of 3 out of 4 of the coefficients of lagged debt variables. Therefore, we estimate now 

the same model but without these lagged debt variables. While estimating m2 the null of “d_x” 

is rejected when there are no regimes but when we consider the presence of regimes in 

accordance with the thresholds values it continues not to be rejected. Therefore, we estimate 

the m3 model. 

 

Table 12: Basic model (m3) without thresholds (TV=D) 

 

 Coeff. T SL 

d_YRPC_1 0.183 3.202 0.001 

d_YRPC_2 -0.178 1.848 0.065 

d_YRPC_3 0.111 3.067 0.002 

d_GFC 0.002 2.166 0.030 

d_HC 0.717 7.593 0.000 

D_GC_1 0.160 2.011 0.044 

d_D -0.124 -5.071 0.000 

SEE 0.0703   
 

Note: where T is the robust (HC1) T value; SL indicates significance level and SEE states for Standard 

error of the estimate. 

 

 The two main features of model m1 are also represented here: the low value of lagged 

growth (0.116) and the negative sign of the debt coefficient lower than above but still negative. 

The exclusion of exports reduces this influence.  

 

Table 13: Threshold LR test for m3 with TV=D 

 

D LR SL 

115.7 32.8 *** 

101.7, 115.7 42.1 *** 

101.7, 113, 115.7 37.3 ** 

 

Note: TV – threshold variable; *** and ** indicate significant at 1% and 5% respectively 

 The estimation of threshold values allows us to continue to considerer 4 regimes (3 

threshold values). The threshold values are the same of those obtained in the previous model 

(m1). 
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Table 14: m3 with four regimes (TV=D) 

 

 Coeff. T SL 

d_YRPC_1 0.182 3.205 0.001 

d_YRPC_2 -0.180 1.865 0.062 

d_YRPC_3 0.111 3.086 0.002 

d_GFC 0.002 2.354 0.019 

d_HC 0.728 7.637 0.000 

d_GC_1 0.167 2.103 0.036 

d_D.r.1 -0.161 -5.075 0.000 

d_D.r.2 -0.294 -3.355 0.001 

d_D.r.3 -0.819 -1.711 0.087 

d_D.r.4 -0.030 -1.180 0.238 

SEE 0.06938   
 

Note: where T is the robust (HC1) T value; SL indicates significance level and SEE states for Standard 

error of the estimate. 

 

 We continue to register the low value of adjustment of the growth variable (0.113). We 

have now the non-rejection of the null for the regime of debt values over 116% and the negative 

effect of debt is growing from regime 1 to regime 2 and 3. Our results doesn’t confirm a 

presence of a threshold dividing to the left of that value a positive effect of debt on growth and 

to the right a negative effect. The first three regimes the negative effect of debt is growing with 

the level of debt but we register an absence of effect for situations of very high debt. In 

conclusion, we cannot take as evident that a threshold based on debt values is a good choice to 

understand the relation between growth and debt. 

 

4.2 Second choice for the threshold variable: YRPC (level of GDP per capita) 

 As we have mention earlier, another possibility is a difference in behavior of debt 

resulting from the level of GDPpc. This effect may be an indirect one, i.e. via the quality of 

institutions and the risk that markets consider for those countries. The threshold tests presented 

in Table 15 indicate that we can retain the presence of three thresholds and estimate a model 

with four regimes. 

 

Table 15: Threshold LR test for m1 with TV=YRPC 

 

YRPC LR SL 

3250.896 26.3 ** 

3250.896, 24604.22 12.7  

3250.896, 13704.97, 24604.22 37.2 * 
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Note: TV – threshold variable; * indicates significant at 10%. 

 

 As we can see, the low value of the lags of growth is maintained (0.113), Table 16.  

Table 16: m1 with four regimes (TV=YRPC) 

 

 Coeff. T SL 

d_YRPC_1 0.180 3.129 0.002 

d_YRPC_2 -0.180 1.828 0.068 

d_YRPC_3 0.113 3.143 0.002 

d_X 0.001 2.027 0.043 

d_GFC 0.002 1.912 0.056 

d_HC 0.710 7.391 0.000 

d_GC_1 0.175 2.220 0.027 

d_D.r.1 -0.066 -1.679 0.093 

d_D.r.2 -0.253 -9.890 0.000 

d_D.r.3 -0.038 -1.461 0.144 

d_D.r.4 -0.435 -7.643 0.000 

d_D_1.r.1 -0.041 -1.508 0.132 

d_D_1.r.2 0.008 0.283 0.777 

d_D_1.r.3 -0.030 -1.487 0.137 

d_D_1.r.4 0.204 3.499 0.000 

SEE 0.06944   

Sum of coefficients LM - Test  

d_D.r.1 d_D_1.r.1 -0.107 *** 

d_D.r.2 d_D_1.r.2 -0.245 *** 

d_D.r.3 d_D_1.r.3 -0.068  

d_D.r.4 d_D_1.r.4 -0.231 *** 
 

Note: the hypothesis of equal values for debt in regimes 2 and 4 is rejected. 

 

 We expect that as if the income is higher the negative effect of debt would be lower. 

The four regimes are well represented in terms of observations, 27%, 37%, 22% and 15% for 

regime 1, 2, 3 and 4 respectively. The higher incomes group has a coefficient of debt greater 

than a coefficient of the lowest income group (0.231 against 0.107), and this goes against 

common sense. The 3rd regime registers no relation between debt and growth. Based on this, it 

seems not reasonable to choose the income level as a threshold variable defining different 

regimes for the relation between growth and debt.  

 The choice of YRPC, as it was done above, leads us to select observations for one 

country in different regimes; to solve this problem the mean of YRPC from 1990 to 2007 is 

defined as a threshold variable and so every country will belong to one identified regime and 

not to more than one as above. The tests of the threshold values are presented in Table 17. 
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Table 17:  Threshold LR test for m1 with TV=YRPC (90-07) 

 

 LR SL 

781.8556 35.0 *** 

781.8556, 880.3093 15.9 *** 

781.8556, 880.3093, 3545.663 62.2 *** 

 

 We don’t reject the possibility of three thresholds with the four regimes associated. The 

distribution of observations from regime 1 to regime 4 is the following: 6.4%, 3.9%, 14.2% and 

75.4%, respectively. The most part of observations, and, therefore, also the countries, are in the 

regimes 3 and 4.  

Table 18: m1 with four regimes (TV=YRPC (90-07)) 

 
 Coeff. T SL 

d_YRPC_1 0.177 3.156 0.002 

d_YRPC_2 -0.172 1.728 0.084 

d_YRPC_3 0.110 3.067 0.002 

d_X 0.001 1.792 0.073 

d_GFC 0.002 2.161 0.031 

d_HC 0.712 7.278 0.000 

d_G_1 0.169 2.223 0.026 

d_D.r.1 -0.089 -1.748 0.081 

d_D.r.2 -0.305 -1.403 0.161 

d_D.r.3 0.031 1.041 0.298 

d_D.r.4 -0.174 -7.536 0.000 

d_D_1.r.1 -0.075 -1.938 0.053 

d_D_1.r.2 0.164 1.247 0.212 

d_D_1.r.3 -0.020 -0.822 0.411 

d_D_1.r.4 0.006 0.309 0.757 

SEE 0.06961   

Sum of coefficients: LM-Test  

d_D.r.1 d_D_1.r.1 -0.164 *** 

d_D.r.2 d_D_1.r.2 -0.140 * 

d_D.r.3 d_D_1.r.3 0.011  

d_D.r.4 d_D_1.r.4 -0.168 *** 

 

 Considering only regimes 3 and 4 in Table 18 we conclude that in the regime with lower 

income the national debt has no effect on growth and, conversely, in regime 4 (with higher 

incomes) the debt negatively affects growth. This result also goes against well-established facts 

and good sense. 

 

4.3 Third choice for the threshold variable: YEAR 
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 We try now the hypothesis of regime changes caused by time evolution. 

 

Table 19: Threshold LR test for m1 with TV=YEAR 

 

YEAR LR SL 

1986 6.6  

1986, 1987 17.0  

1986, 1987, 1995 29.3 ** 

 

 The results obtained for the non-rejection of thresholds in terms of time (Table 19) are 

not as robust like the other hypotheses that we have so far analyzed. Therefore, we decide to 

try our last hypothesis: the stability of the evolution of debt measured by the sum of current and 

lag first differences. 

 

4.4 Fourth choice for the threshold variable: d_D + d_D_1 

 By using this variable as a threshold, we intend to take into account the fact that the low 

values of yearly variation of debt ratio would means for markets “debt sustainability” and, 

conversely, the high values of yearly variations would mean the “unsustainability of debt”. For 

model m1 the null of the lag of debt for every regime is not rejected. For this reason, we estimate 

m2 model. 

  

Table 20: Threshold LR test for m2 with TV=d_D+d_D_1 

 

d_D + d_D_1 LR SL 

-17.3 35.0 *** 

-17.1, 10.2 15.9 *** 

-17.1, 10.2, 16.2 62.2 *** 

 

 The LR tests for the rejection of thresholds allows us not to reject the presence of three 

values for thresholds and, thus, to continue with four regimes. Very low values for the lags of 

the growth variable (0.110) are also estimated (Table 21).  

 

Table 21: m2 with four regimes (TV=d_D+d_D_1) 
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 Coeff. T SL 

d_YRPC_1 0.179 3.117 0.002 

d_YRPC_2 -0.176 1.809 0.071 

d_YRPC_3 0.107 3.002 0.003 

d_X 0.001 1.970 0.049 

d_GFC 0.002 2.335 0.020 

d_HC 0.710 7.733 0.000 

d_G_1 0.171 2.264 0.024 

d_D.r.1 -0.011 -0.409 0.682 

d_D.r.2 -0.293 -8.023 0.000 

d_D.r.3 0.096 1.038 0.299 

d_D.r.4 -0.164 -3.728 0.000 

SEE 0.06932   

 

The different regimes are represented very unevenly: 2.8%, 44.4%, 48.1% and 4.6%, 

for regimes from 1 to 4 respectively. Thus, we should ignore the 1st and 4th regime and 

concentrate our attention on the other two regimes, the 2nd and 3rd. In the 3rd regime, we cannot 

reject the absence of influence of debt on growth and in the 2nd we register a very high negative 

value (-0.293). This is against well-established facts. In fact, one should assume that debt should 

negatively affect economic growth in countries that register a high value of debt variation in 

relative terms. However, our results suggest that it does not happen this way: increase in debt 

variation leads to the “absence of relation between debt and economic growth”. 

 

5. Conclusion 

The main purpose of the study reported in this paper was: (i) to investigate the statistical 

properties of the dt series (Debt-to-GDP ratio) over a long period of time, since the statistical 

properties of dt  (more precisely, its stationarity or non-stationarity and the possible presence of 

the long memory in dt) have not been taken into consideration by the existing literature on the 

“Debt-to-GDP – growth” relationship. The absence of such preliminary analysis of data may, 

therefore, invalidate the results of many previous studies. (ii) to investigate whether the debt-

growth relation varies with the level of indebtedness or not; and whether there is a common 

threshold for government debt ratios above which long-term growth rates may drop off 

significantly. 

For this reason, in this paper we have analyzed the statistical properties of dt using 

various statistical methods. The analysis of the ACF values confirms the absence of a general 

mean-reverting process for debt and the presence of long-run memory for this variable. This 

last result is also perfectly confirmed by the spectral analysis. The determination of the Hurst 
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coefficient either by the R/S, but mainly by the Whittle estimators, confirms in an obvious way, 

the presence of long memory for debt. The GPH and SPR methods for the determination of the 

fractional integration parameter also confirm the presence of long memory process even for a 

few countries for which dt is not rejected as stationary. The Lo-MacKinlay VR estimations 

clearly confirm the absence of short-run memory and the absence of a relation of short-memory 

in relation with low values of debt.  

Concerning stationarity, ADF, S-P and Chang tests confirm the non-rejection of a unit 

root in the levels of debt and the rejection of its first difference. So dt is obviously I(1). The 

hypothesis of a co-integration relationship between output and debt was rejected by Westerlund 

tests. 

The first main conclusion of this study is that dt series has a long memory and so should 

not be considered as a short-run phenomenon but rather in a long-term context. Debt is 

composed of two components: long and medium term, the most important, and short term debt. 

The decision to issue long and medium term is based on interest rates spreads and ability to pay 

in future. Once issued it will exist during the next years. Short term debt is usually rollover and 

replaced for long term debt if interest rates so justify. To these facts, we should add a political 

element. Optimistic behavior of democratic governments: why to pay what the others have 

spent to their benefit and lost popularity therefore? We attribute to these factors the long 

memory characteristic of debt. 

Even ignoring our conclusion about stationarity, a study between growth and debt 

should include debt dynamics to incorporate its long run memory. The second main conclusion 

is that dt is I(1) and hence, non-stationary econometric methods should be applied to avoid the 

emergence of spurious relationships. We have also confirmed that debt and output, two I(1) 

variables, are not co-integrated.  

This finding suggests that the previous studies examining the relationship between 

economic growth g and national debt (d) suffer from the well-known problems of mis-

specification and spurious associations. In the last section, we confirm the presence of a 

negative effect between growth and the first difference of debt and the influence of this variable 

evolves very slowly in view of the low value of the growth lag coefficients. We also confirm 

that the different thresholds that we cannot reject doesn’t add relevant information to our 

understanding of the relation between growth and debt. 

In fact, countries have their own past, their history of democratic institutions and debt 

defaults, current transparency and financial stability is also very important. They must also be 

distinguished accordingly to their natural resources and other forms of collateral. Consequently, 
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the approach in terms of homogeneous coefficients is not the most adequate and we will 

continue our research using different econometric methods based on heterogeneous 

coefficients.  

Therefore, in the second part of this paper we study the relationship between g and 

national debt d taking the above conclusions into consideration (i.e. presence of long memory 

and non-stationarity) and examine if the debt-growth relation varies in accordance with 

different regimes defined by appropriate threshold identification. We have confirmed that the 

presence of different regimes defined by robust threshold estimations goes against well-

established facts and also good-sense. We also confirmed that the relation between growth and 

debt is clearly negative in a context of very slow adjustment between those two variables. 
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Appendix A. Isocodes of countries  

 Country Isocode 

1 Argentina AR 

2 Australia AU 

3 Austria AT 

4 Bahamas, The BS 

5 Barbados BB 

6 Belgium BE 

7 Benin BJ 

8 Bolivia BO 

9 Burundi BI 

10 Cameroon CM 

11 Canada CA 

12 Central African Rep. CF 

13 Chad TD 

14 Chile CL 

15 Colombia CO 

16 Congo, Dem. Rep. of CD 

17 Congo, Republic of CG 

18 Costa Rica CR 

19 Cyprus CY 

20 Denmark DK 

21 Dominican Republic DO 

22 Ecuador EC 

23 Egypt EG 

24 El Salvador SV 

25 Fiji FJ 

26 Finland FI 

27 France FR 

28 Gabon GA 

29 Germany DE 

30 Ghana GH 

31 Greece GR 

32 Grenada GD 

33 Guatemala GT 

34 Guyana GY 

35 Haiti HT 

36 Honduras HN 

37 India IN 

38 Ireland IE 

39 Israel IL 

40 Italy IT 

41 Jamaica JM 

42 Japan JP 

43 Jordan JO 

44 Kenya KE 

45 Korea, Republic of KR 

46 Malawi MW 
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47 Malaysia MY 

48 Mali ML 

49 Malta MT 

50 Mauritius MU 

51 Mexico MX 

52 Morocco MA 

53 Nepal NP 

54 Netherlands NL 

55 New Zealand NZ 

56 Nicaragua NI 

57 Niger NE 

58 Nigeria NG 

59 Norway NO 

60 Pakistan PK 

61 Panama PA 

62 Paraguay PY 

63 Peru PE 

64 Phillipines PH 

65 Portugal PT 

66 Rwanda RW 

67 Samoa WS 

68 Senegal SN 

69 Sierra Leone SL 

70 Singapore SG 

71 South Africa ZA 

72 Spain ES 

73 Sri Lanka LK 

74 Swaziland SZ 

75 Sweden SE 

76 Switzerland CH 

77 Tanzania TZ 

78 Thailand TH 

79 Trinidad & Tobago TT 

80 Tunisia TN 

81 Turkey TR 

82 Uganda UG 

83 United Kingdom       UK 

84 United States US 

85 Uruguay UY 

86 Venezuela, Rep. Bol. VE 

87 Zambia ZM 
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Appendix B. Isocodes of countries in different samples 

Table 1:  

87, AR, AT, AU, BB, BE, BI, BJ, BO, BS, CA, CD, CF, CG, CH, CL, CM, CO, CR, 

CY, DE, DK, DO, EC, EG, ES, FI, FJ, FR, GA, UK, GD, GH, GR, GT, GY, HN, HT, 

IE, IL, IN, IT, JM, JO, JP, KE, KR, LK, MA, ML, MT, MU, MW, MX, MY, NE, NG, 

NI, NL, NO, NP, NZ, PA, PE, PH, PK, PT, PY, RW, SE, SG, SL, SN, SV, SZ, TD, 

TH, TN, TR, TT, TZ, UG, US, UY, VE, WS, ZA, ZM 

74, AR, AT, AU, BB, BE, BI, BJ, BO, CA, CD, CF, CG, CL, ,CM, CO, CR, DE, DK, 

DO, EC, EG, ES, FI, FJ, FR, GA, UK, GH, GR, GT, HN, IE, IL, IN, IT, JP, KE, KR, 

LK, MA, ML, MT, MW, MX, MY, NE, NG, NI, NL, NO, NP, NZ, PE, PH, PK, PT, 

RW, SE, SG, SL, SN, SV, SZ, TD, TH, TN, TR, TT, UG, US, UY, VE, ZA, ZM 

60, AR, AT, AU, BB, BE, BI, BO, CA, CD, CL, CO, CR, DE, DK, DO, EC, EG, ES, 

FI, FR, GA, UK, GH, GR, GT, HN, IE, IL, IN, IT, JP, KE, KR, LK, MA, ML, MT, 

MX, MY, NG, NL, NO, NZ, PE, PH, PK, PT, RW, SE, SG, SN, SV, SZ, TH, TN, TR, 

US, UY, VE,  ZA 

The number before the codes is the total number of countries in the sample. 
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