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Abstract

In this paper we investigate the impact of corruption on economic growth in Portugal over the period 1980-2018. The empirical approach makes use of a VAR model inspired by the standard Cobb-Douglas aggregate production function. The VAR model includes the capital stock, hours worked, total factor productivity and the corruption perceptions index (CPI) of Transparency International. The CPI combines several sources of information on the level of corruption in each country. The scale of this index goes from 0, the highest level of corruption, to 10, the lowest level. The magnitude of the estimated effect of corruption on economic growth in the unrestricted VAR model is large (and positive), but statistically not significantly different from zero. However, the results from the estimation of a structural VAR model with economically plausible long-run restrictions indicate modest gains from reducing corruption.
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1. Introduction

By joining the European Economic Community – now the European Union (EU) – in 1986, after the political revolution of 1974 and the first steps as a democracy (following 48 years of dictatorship), Portugal became officially committed to the European integration process, viewed as important in supporting the transition to a developed democracy and in achieving higher standards of living. European integration resulted in more policies and regulations moving from the national to the European level. It also led to the adoption of new models of governance, requiring more transparency and accountability, which were considered instrumental in reducing corruption. Nevertheless, in the 2017 Special Eurobarometer on Corruption, 92% of Portuguese respondents stated that corruption is a widespread problem in their country (EU average: 68%) and 42% said that they are personally affected by corruption in their daily life (EU average: 25%). Additionally, 54% of Portuguese respondents believed corruption had become worse over the past three years (EU average: 43%). As for businesses’ attitudes towards corruption in the EU, 59% of businesses in Portugal stated that favouring friends and family members in public institutions is among the most widespread practices and 70% agreed that the only way to succeed in business is to have political connections. In its 2018 report released in January 2019, Transparency International (TI), a leading non-governmental organization in the anticorruption effort, places Portugal below the European average in its Corruption Perceptions Index (CPI), down one place in the world ranking from the 29th to the 30th position. At the economic level, despite some years of fast and above average economic growth (following EU accession), since the beginning of the 21st century economic growth has been dismal, resulting in divergence from the average per capita income in the EU. A natural question that arises is thus whether the high relative levels of corruption can be partly responsible for the slowing down of output growth in Portugal.

But is good governance, and the consequent control of corruption, really important for promoting growth? The literature predicts two opposite effects of corruption on economic growth (Aidt, 2009; Ugur, 2014; Saha et al., 2017). According to Aidt (2009), Leff (1964) was one of the first authors to regard corruption as a driver of economic growth (the greasing the wheel hypothesis). The argument is that corruption allows economic agents to correct and avoid existing government failures (such as cumbersome and time-consuming regulations), and thus facilitates beneficial deals that would not take place in the absence of corruption, which contributes to faster growth. On the other hand, authors such as Buchanan and Tullock (1962) argue that corruption creates inefficiencies rather than corrects them, which in turn hampers growth (the sanding the wheel hypothesis).

The sign of the relationship between corruption and economic growth is thus an empirical issue. Here we address this issue for the case of Portugal over the period 1980-2018. We report estimates obtained using different approaches. Our preferred approach relies on a VAR model based on the Solow growth model, i.e., a VAR model that includes total factor productivity, capital and labour, besides a measure of corruption. Our main contribution is that we report estimates of the impact of corruption on economic growth in Portugal imposing the constraint that temporary shocks to corruption do not have long-run impacts on the level of the other variables in the VAR model and, consequently, on output. In other words, our focus is on estimating the long-run effect of corruption on the level of output, in a framework that rules out implausible dynamics in that relation.

Previous literature highlights the fact that no “one-size-fits-all” implications can be derived in the case of this relationship. By focusing on a single country we overcome to some extent data comparability and parameter heterogeneity issues and are able to apply time series methodologies that allow us to identify the existence (or not) of a causal impact between corruption and the behaviour of output. Also, generalizing the results from panel
data studies for each and every country in the sample may lead to the implementation of inadequate policies since if the link between corruption and growth is heterogeneous across countries, panel results may lead to misleading inference when, for instance, a large negative effect that applies to only one country offsets many small positive or non-existent effects that took place in other countries. Historical time series analyses of output dynamics are thus more likely to lead to appropriate conclusions with the aim of deriving policy implications for specific countries.

The paper is organized as follows. Section 2 gives a concise presentation of the theoretical predictions on the sign of the relationship between corruption and growth, as well as a review of some recent empirical evidence. Section 3 introduces the data and describes the empirical strategy. Section 4 presents and discusses the results. Concluding remarks are given in section 5.

2. Theoretical background and recent findings

The literature that studies the relationship between corruption and economic growth from the theoretical point of view revolves around two main axes, the one that sees corruption as a threat to economic growth, known as the ‘sanding the wheels’ hypothesis, and the other which poses that the nexus is positive, the ‘greasing the wheels’ hypothesis – see e.g. Aidt (2009), OECD (2013), Ugur (2014) and Campos et al. (2016). The negative impact of corruption on growth results from the inefficient resource allocations and distortions in economic policies associated with corruption. The former appear because corruption influences the ability of private investors to evaluate the relative merits of different investment projects, and also because corruption influences decisions on how public funds are invested. For instance, Cieslik and Goczek (2018) develop an AK endogenous growth model with international capital mobility that predicts that corruption negatively affects the stock of international investment in the host country. Theoretical predictions favouring a positive impact of corruption on growth pose that corruption can help to develop businesses faster, bypassing inefficient regulations, increasing efficiency and growth in more bureaucratic and inefficient countries. Corruption is viewed as a “second best” solution, given the distortions caused by the malfunctioning of public institutions, with bureaucracy hampering investment. Thus corruption can help only in situations where some aspects of good governance are absent and economic policy is inefficient (Aidt, 2009). For instance, Dzumashev (2014) develops a model that draws on the endogenous growth model of Barro (1990) where the public sector interacts with the private sector through taxation and public goods provision. The model predicts that the interaction between corruption and governance shapes the efficiency of public spending, which in turn determines the growth effects of corruption. Specifically, corruption improves economic efficiency only when the actual government size is above the optimal level, implying that a growth-maximising level of corruption is possible. The model additionally predicts that the incidence of corruption declines with economic development. Reverse causation from economic growth to corruption is thus also possible as documented by the literature that investigates the determinants of corruption (Treisman, 2000, 2007; Pellegrini and Gerlagh, 2008). In a recent survey on the causes and effects of corruption, Dimant and Tosato (2018) find support for the argument that growth reduces corruption in the presence of strong institutions; however, it has no effect when institutions are weak. The OECD (2013) claims that only rich countries can afford high quality institutions and thus have low incidence of corruption. Tresiman (2000) had already argued that corruption will be lower in more developed countries, where citizens are more educated and the wages in public office higher.
The sign of the relationship between corruption and economic growth is thus an empirical issue. This nexus has attracted a lot of attention in empirical research, an interest patent in two recent studies that use meta-analysis as a tool for synthesizing evidence on this topic. Ugr (2014) identifies 327 estimates of corruption’s direct effect on per-capita GDP growth from 29 studies. Ugr concludes that the results indicate that corruption has a negative effect on per capita GDP growth, but the magnitude of the effect is small and more adverse in low income countries. Campos et al. (2016) apply meta-regression analysis to a sample of 41 empirical studies encompassing 460 comparable estimates of the effect of corruption on growth. About 32 percent of those estimates support a significant and negative impact of corruption on growth, 62 percent suggest a statistically insignificant relationship, while approximately only 6 percent support a positive and significant relation. The authors find evidence of a true effect of corruption on growth, stronger in academic studies, with the large degree of heterogeneity in the results driven by authors’ affiliation (academics systematically report smaller and less negative effects), whether the estimation methodology controls for endogeneity and uses fixed-effects (increases the negative effect) and the inclusion in the model of trade and institutions (both tend to decrease the negative effect).


Similar to the present study, Paul (2010) and Farooq et al. (2013) explore time series data for specific countries. Paul (2010) conducts a survey to build a corruption perceptions index for Bangladesh from 1972 to 2009 which is then used to investigate the direction of Granger causality between corruption and growth. The main conclusion is that corruption influences growth (from 1977 onwards), but the opposite does not apply, and that the sign of the relationship is positive, a result that the author interprets as an indication that the transition to a market economy initiated in Bangladesh in the late 70s was not accompanied by sufficient reforms at the public administration and legislative levels, making corruption a necessary means to promote private sector investment and in this way growth. Farooq et al. (2013) examine the nexus for Pakistan with data for the period 1987–2009. The results found using cointegration and VECM approaches indicate that there is a long run relationship between the variables, with corruption, proxied by the CPI from Transparency International, hampering growth.

The remaining studies apply panel data methodologies taking advantage of both the cross section and time series dimension of the data. Applying time series methodologies adapted to a panel data context to determine the direction of causality, Huang (2015) investigates the corruption-growth nexus in thirteen Asia-Pacific countries over the period 1997–2013. The results show that the impact of corruption on growth is only significant for South Korea (and positive), while causality on the opposite direction was only found for China. Saha et al. (2017) use fixed effects and generalized method of moments (GMM) estimators to examine the non-linear effect of corruption on growth in a wide sample that includes 110 countries over the period 1984-2009. The authors find that the relationship is best described by an inverted U curve indicating that corruption is beneficial for growth at low levels of corruption but after a threshold (around 6, on a scale from 0, least corrupt, to 10, most corrupt, resulting from a rescaling of the ICRG corruption index) the effect is growth retarding. For a more restricted sample that includes only the fourteen older EU member states (ignoring Luxembourg) over the period 1995-2013, Chapsa et al. (2015) estimate a convergence regression that includes also a measure of corruption as an explanatory variable. The results obtained support the idea that for Greece, Ireland, Portugal and Spain, less corruption promotes growth.
D’Agostino et al. (2016) and Cieslik and Gozcek (2018) explore evidence on different transmission channels from corruption to growth. D’Agostino et al. (2016) estimate a growth regression for a panel of 106 countries and the results confirm the prediction that government investment spending enhances growth, while large military burdens, current government spending and high levels of corruption have negative effects. Additionally, the interactions between corruption and public investment and between corruption and military spending have strong negative impacts on growth: allowing for corruption makes the negative effect of military burden on growth stronger. Cieslik and Gozcek (2018) estimate a model where corruption hampers growth in an open economy by diverting international investment using data for 142 countries over the period 1994-2014. Less corruption was found both to have a positive and statistically significant impact on the growth rate of real per capita GDP and to increase investment.

To the best of our knowledge, the only previous study that attempts to quantify the impact of corruption on growth for Portugal is that of Tavares (2004). The author first estimates a growth regression in a cross section context for the period 1960-1995 and between 48 and 80 countries to assess how much different institutions matter for growth. The results obtained indicate that lower corruption fosters growth and the author next uses the estimated coefficient to evaluate the growth benefits of institutional reforms resulting in lower corruption in Portugal. For this purpose, Tavares computes an index that measures the yearly increase in per capita growth – estimated for the period 1960–1995 – that would result from an institutional reform elevating Portugal to the EU level in terms of (lower) corruption. Reducing corruption to the levels of the EU would enable growth to increase by 0.61% a year making this one of the reforms with the highest growth impact in the Portuguese economy. More recently, Júlio et al. (2013) carry out a similar analysis but focusing on the gains in terms of FDI attraction from implementing institutional reforms. They first estimate a gravity model to assess the impact on inward FDI stocks of economic and institutional factors using data for 28 European host countries over the period 2005–2007. Institutional factors are measured with data from the Index of Economic Freedom computed by the Heritage Foundation, the Political Risk Rating from the International Country Risk Guide and the World Bank’s Doing Business database. The first two indicators include measures of corruption and the authors estimate the respective impact in terms of FDI attraction concluding that less corruption is one of the main institutional drivers of inward FDI. These estimates are next used to assess how institutional reform in Portugal, corresponding to reaching the EU-15 and EU-17 average levels in terms of different institutional indicators, may impact the country’s ability to attract FDI. The main conclusion is that investment freedom is the institutional reform with the highest impact in Portugal, but lowering corruption and improving the quality of bureaucracy are also at the top of the list. Although the literature has not reached a consensus on the sign of the overall impact of FDI inflows on economic growth in the host economy (Carbonell and Werner 2018), if the relationship is positive for Portugal then according to the results of Júlio et al. (2013) lowering corruption could result in quantitatively important growth benefits.

Whether corruption is a threat or an opportunity to economic growth thus remains an open empirical question and no one-size-fits-all policy response can be derived from the existing theoretical literature and empirical evidence. In what follows we focus on the experience of a particular country, Portugal. Due to the heterogeneous relationship between corruption and economic growth patent in the reviewed literature, single-country studies are needed to gain a better understanding of the nexus in specific economies.
3. Econometric issues and data

The empirical studies on the relation between corruption and growth usually employ an equation such as the following (see Ugur, 2014, for a more detailed discussion):

\[ g_t = \beta_0 + \beta_1 C_t + \sum y_j Z_{j,t} + \epsilon_t \]  

(1)

The dependent variable in equation (1) is the growth rate of real GDP per capita, \( C \) is the measure of corruption and \( Z \) represents the control variables. The interpretation of the estimation results depends on what control variables are included, for example, on whether \( Z \) contains lags or differences of \( C \) and \( g \). If we can ignore the contents of \( Z \), then equation (1) implies that a transitory (permanent) variation in corruption will have a temporary (permanent) effect on the growth rate. The transitory effect on the growth rate will translate into a permanent effect (a shift) on the level of GDP. A permanent effect on the growth rate will cause the new path of GDP to diverge from the path that would have been observed in the absence of the shock. From an economic point of view, the two outcomes are very different and therefore it is important to be clear on what the model that is to be estimated implies for the path of GDP. If the researcher’s framework indicates that a permanent shift in corruption should cause only a permanent shift in the level of GDP, then the first difference of \( C \) should replace \( C \) in equation (1).

Furthermore, there is still the question of which variables to include as control variables (\( Z \)). These should be the variables that determine GDP growth, or at least those determinants that may be correlated with corruption, otherwise their absence would lead to an endogeneity problem. The difficulty lies in identifying those factors and in obtaining the corresponding data. A large number of factors have been suggested as fundamental growth determinants, leading to a problem of model uncertainty and making the results for a specific explanatory variable dependent on the regressors that each researcher finds relevant to include.

In this paper, we propose to address this issue in the following way. The standard approach to the study of growth makes use of a Cobb-Douglas aggregate production function in which output (\( Y \)) depends on total factor productivity (\( A \)), the capital stock (\( K \)) and the labour input (\( L \)):

\[ Y_t = A_t K_t^\alpha L_t^{1-\alpha} \]  

(2)

Taking logs and first-differencing we get

\[ g_t^Y = g_t^A + \alpha g_t^K + (1 - \alpha) g_t^L \]  

(3)

where the \( g \)'s are the log-growth rates of the variables in superscript. From this point of view, what matters for GDP growth is the growth of productivity and of factor inputs – these are the proximate sources of growth. Our approach is based on the analysis of the relation

\[ \text{We consider a production function with two inputs, capital and labour, and do not extend it to include human capital due to measurement issues associated with the latter, namely because of very limited data availability for the quality of human capital. Additionally, considering only a measure of the quantity of human capital, such as average years of schooling is problematic for the specific case of Portugal since the time series is basically a straight line with a break at the beginning of the 21st century. In fact, Gouveia and Coelho (2018), p. 38 report that “(…) when only a quantity measure of human capital (mean years of schooling) is allowed for, the estimates of TFP are implausible as several countries, such as Spain, Italy and Portugal have very short periods of TFP growth (or none in the case of Spain), and prolonged reductions in recent years. If human capital is captured in the residual instead, relative levels and trends of TFP estimates become more plausible (…)”} \]
between corruption and these variables. In other words, does corruption influence any of the proximate sources of GDP growth? To answer this question, we resort to a VAR model where we include the growth rates of total factor productivity, capital stock and hours worked, alongside a variable related to corruption. The growth rate of total factor productivity must be estimated; we do so by setting $\alpha$, the capital share, to one third, as is customary. The variable related to corruption may be either a corruption index or its first difference. As discussed above, if the variable is the level of the corruption index, then a permanent variation in corruption will have cumulative effects on the path of GDP; if the variable is the first difference of the corruption index, then the model will imply that a permanent variation in corruption will have temporary effects on the growth rate of GDP and will only shift (permanently) the level of GDP.

The general VAR model of order $p$ to analyse the relationship between corruption and real GDP growth in Portugal over the period 1980-2017 can thus be defined as in equation (4):

$$X_t = \alpha + \beta_1 X_{t-1} + \beta_2 X_{t-2} + \cdots + \beta_p X_{t-p} + \varepsilon_t$$

(4)

where the vector $X$ contains the variables under analysis and the variable for corruption is considered either in levels (logs) or the first difference of the log ($g^{CPI}$).

Transparency International defines corruption as: “(...) behaviour on the part of officials in the public sector, whether politicians or civil servants, in which they improperly and unlawfully enrich themselves, or those close to them, by the misuse of the public power entrusted to them”. We measure corruption with the Corruption Perceptions Index (CPI) published by Transparency International. This index is available from 1995 until 2018. We also employ the series provided in the CANA dataset (Castellacci and Natera, 2011), which extends the CPI series back to the 1980-1994 period. The CPI combines several sources of information on the level of corruption in each country. The scale of this index goes from 0, the highest level of corruption, to 10, the lowest level. Since this index is based on the perceptions of corruption, it is only a proxy for actual corruption, but the very nature (illegal) of corruption makes better alternatives difficult to come by. This data has been used in several previous empirical studies, such as Aidt (2009), Farooq et al. (2013), Haque and Kneller (2015), Huang (2015), Saha et al. (2017) and Cieslik and Goczek (2018), among others.

---

2 See [https://www.transparency.org/](https://www.transparency.org/).

3 Hamilton and Hammer (2018) classify measures of corruption in two categories: subjective indicators that measure the perceptions and/or experience of corruption by different groups (e.g. country analysts, business people) using survey data; and objective indicators which calculate the magnitude of waste and abuse in public works and/or services using, for instance, data from the criminal justice system on unlawful acts such as briberies and embezzlement or audits of specific projects. The authors argue that the aggregate survey-based indicators are strongly correlated with the objective measures.

4 Alternative indexes of corruption include the ICRG. However, ICRG is not freely available for researchers. Moreover, the CPI is viewed as the most suitable measure for corruption in the public sector since the ICRG main aim is to measure the risk for investors associated with corruption and is thus not as encompassing a measure of corruption as the CPI. In particular, it reflects mainly political instability, which may be only partially caused by corruption. Another alternative could be the Worldwide Governance Indicators, in particular the dimension Control of Corruption, but this has been criticized for several methodological issues such as definitions problems or the use of the unobserved components model (Langbein and Knack 2010; Thomas 2010; Qu et al. 2019).
Figure 1: Corruption Perceptions Index for Portugal, 1980-2018

Source: Castellacci and Natera (2011) and Transparency International.

Figure 2: Growth rate of real per capita GDP in Portugal (%), 1980-2018

Source: AMECO and authors’ computations.

Figure 1 shows the CPI series and Figure 2 shows the evolution of the growth rate of real GDP per capita for Portugal over the period 1980-2018. At first sight, it is difficult to see a clear relation between the corruption index (which is basically constant, although punctuated by a few spikes) and the growth rate of real GDP per capita (which appears to be declining in recent decades). We started by regressing the growth rate of real GDP per capita on the CPI\(^5\) using all the data points and also omitting the point for 2009. Both regressions yield statistically insignificant coefficients for corruption. The regression that omits the point for 2009 illustrates the difficulties of estimating the effect of corruption on GDP growth with our (relatively small) sample. Omitting the point for 2009 (the year in which the international financial crisis had the largest impact on economic activity) reduces the estimate by more than half, from 1.9 to 0.9. Still, the estimates of the coefficient of corruption are clearly positive in both cases, and, if either of the estimates corresponded to the true effect, they would assign to reducing corruption in Portugal a very significant effect on GDP growth. If

---

\(^5\) All estimations were performed with the econometrics software Gretl.
corruption had been lower in Portugal in a way that made the Corruption Perceptions Index increase by 1.7 points, so as to match the average value of the index for Germany, then the average growth rate of Portuguese GDP would have been 1.5 (if we take the 0.9 estimate) or more than 3 percentage points (if we use the 1.9 estimate) higher. This evidence is only illustrative in terms of gauging the impact of corruption on GDP growth in the Portuguese case and should thus be taken with care. Univariate regressions are not informative about causality (which could run either or both ways); the regression postulates a contemporaneous effect of corruption on GDP growth and ignores all the other factors that influence GDP growth.

The econometric approach described before allows us to deal with these issues. That approach requires data for output, the capital stock and hours worked. We obtained measures of these variables from the AMECO database (8 November 2018 release). For output we use the series “Gross domestic product at 2010 reference levels”, for the capital stock we use “Net capital stock at 2010 prices: total economy”, and for hours worked we use “Total annual hours worked: total economy”. With these series, we estimated total factor productivity using equation (2) and setting α=1/3. The original AMECO series and our estimate of total factor productivity are plotted in Figure 3. The first differences of the logarithm of the capital stock, hours worked and total factor productivity are plotted in Figure 4 – these transformed series will be used in the VAR model. Figures 3 and 4 reveal behaviours that may have a detrimental impact on the performance of our VAR model. In fact, the swings in the levels of the series, especially since the onset of the sovereign debt crisis, may be challenging for a simple VAR model. The most obvious case is that of the capital stock, which in recent years displays an inversion of the trend.

**Figure 3: The AMECO series and our estimate of total factor productivity**

[Graphs showing AMECO series and total factor productivity]
4. Results

We estimated two VAR models, one with the corruption indicator in levels (implying that permanent changes in corruption have cumulative effects on GDP), the other with the first difference of the corruption index (implying that permanent changes in corruption shift the level of GDP).\(^6\)

\(^6\) We tested, using the ADF test, for the existence of unit roots in the logs of output, capital, productivity, hours worked and (untransformed) corruption. The results suggest that corruption is stationary, while the other series have a unit root. The ADF test applied to the first differences rejects the null hypothesis of a unit root for all series except the capital stock. Nevertheless, we decided to treat the first difference of capital as stationary, based on two arguments. First, given that output is a linear combination of the other three series, the results of the ADF test for capital are inconsistent with the results of the tests for output, productivity and hours worked. Second, the estimated VAR models (which include the first difference of capital) are stationary, i.e. the eigenvalues of the companion matrix are outside of the unit circle.
The order of the VAR model was selected by setting a maximum order of two; this choice comes from dividing the result of the formula suggested by Schwert (1989) for univariate AR models by the number of variables included in our model (four). The formula is thus:

\[ l_{\text{max}} = \text{int}\left( \frac{12 \times (T/100)^{0.25}}{4} \right) \]  

where int(.) is the integer part of the argument and \( T \) is the number of observations. The rationale for adjusting Schwert’s formula in this way is that the same number of lags of each variable will be present in each equation of the VAR model; therefore, the four variables will be consuming degrees of freedom in every equation of the VAR model – the division by four takes this into account. For both versions of the VAR model, the information criteria and the likelihood ratio test point to one lag – see Table 1.

### Table 1: Selection of the optimal number of lags in the VAR models

<table>
<thead>
<tr>
<th>Model with the level of corruption</th>
<th>Lags</th>
<th>Loglik</th>
<th>p(LR)</th>
<th>AIC</th>
<th>BIC</th>
<th>HQC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>366.77988</td>
<td>-19.265549*</td>
<td>-18.385816*</td>
<td>-18.958498*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>373.40622</td>
<td>0.65420</td>
<td>-18.744790</td>
<td>-17.161271</td>
<td>-18.192100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model with the first difference of corruption</th>
<th>Lags</th>
<th>Loglik</th>
<th>p(LR)</th>
<th>AIC</th>
<th>BIC</th>
<th>HQC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>357.55743</td>
<td>-18.753191*</td>
<td>-17.873458*</td>
<td>-18.446140*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>367.00382</td>
<td>0.27426</td>
<td>-18.389101</td>
<td>-16.805582</td>
<td>-17.836411</td>
</tr>
</tbody>
</table>

Notes: p(LR) is the p-value for the test of one lag (the null hypothesis) against two. Estimated over the period 1983-2018.

The results of the estimation of the selected VAR models show that the model with corruption in levels appears to fit the data better than the model with the first difference of corruption: the log-likelihood is 366.77988 for the model with the level and 357.55743 for the model with the first difference. Since the number of parameters is the same in both models, the difference in the log-likelihood gives rise to similar differences in the value of the information criteria (Akaike, Bayesian and Hannan-Quinn). Therefore, the results suggest that a permanent change in the level of corruption may have cumulative effects on GDP; in other words, it may have a powerful impact on living standards. Nevertheless, we still need to know whether the impact on GDP (via either the capital stock, hours worked or productivity) is positive or negative, and whether it is statistically significant.

Table 2 shows the estimated coefficients for lagged corruption in the equations for the other variables in the model. None of the estimates is statistically significant. However, the magnitude of the estimates is large and could again assign to corruption a very important role in the evolution of, in particular, productivity and hours worked.

### Table 2: Coefficient of lagged corruption in the other equations of the VAR model

<table>
<thead>
<tr>
<th>Equation</th>
<th>coefficient</th>
<th>std. error</th>
<th>t-ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>0.00296367</td>
<td>0.00332219</td>
<td>0.8921</td>
<td>0.3792</td>
</tr>
<tr>
<td>TFP</td>
<td>-0.0105714</td>
<td>0.0102260</td>
<td>-1.034</td>
<td>0.3092</td>
</tr>
<tr>
<td>Hours</td>
<td>0.00864046</td>
<td>0.0129871</td>
<td>0.6653</td>
<td>0.5108</td>
</tr>
</tbody>
</table>
In a VAR model the correct way to assess the importance of corruption is by analyzing the impulse-response functions. The difficulty is that this requires an assumption about the structure of the relationship between the variables in the model. Here we employ the standard Cholesky decomposition, which imposes a recursive structure on the shocks that move the variables. We believe that hours worked is the variable that can more rapidly adjust to shocks. Therefore, we will assume that hours worked will react contemporaneously to all the structural shocks in the model. On the opposite extreme we consider the capital stock; accordingly, it will only react contemporaneously to the structural shock associated with the capital stock equation. Similar to the capital stock, total factor productivity should also display some inertia. We thus assume it only reacts contemporaneously to its specific structural shock and to capital stock shock. As a result, corruption will be in between hours worked and total factor productivity, and may react contemporaneously to its own shocks and to shocks to the capital stock and to total factor productivity. The estimated impulse-response functions and the 90% confidence intervals (dashed lines) are shown in Figure 5.

Note that the impulse response function for output can be obtained by substituting output for hours worked in the VAR model.

**Figure 5: Impulse-response functions of log-diffs (percent) to a temporary change in corruption**

![Impulse-response functions](image)

The impulse-response functions are also not significantly different from zero (the confidence interval never excludes zero). Nevertheless, the prevailing effect across the three components of the production function seems to be negative: an increase in the corruption index (a decline in perceived corruption) would appear to decrease hours worked and productivity. Consequently, the estimated impact of a temporary increase in the corruption index (a decrease in perceived corruption) would shift down the level of output, as shown in

---

Source: authors’ computations.
Figure 6. The shift corresponding to a one-standard-deviation temporary shock in the CPI would amount to about -0.6 percentage points of GDP. If the shock is permanent, then the effect would be a decrease of 0.6 percentage points every period (see Figure 7). This would be a very large impact, if it were real; we cannot forget that the coefficients of lagged corruption are not statistically significant.

Figure 6: Impulse-response function of levels (percent) to a temporary change in corruption

![Figure 6: Impulse-response function of levels (percent) to a temporary change in corruption](image)

Source: authors’ computations.

Figure 7: Impulse-response function of the level of output (percent) to a permanent change in corruption
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Source: authors’ computations.
The fact that the previous VAR model, based on the Cholesky decomposition, implies a large negative and cumulative response of the level output to a permanent change in the level of corruption is unpalatable. It is a reflection of the fact that the model allows temporary changes in corruption to have permanent effects on the levels of the other variables. However, this possibility can be ruled out by imposing – as suggested by Blanchard and Quah (1989) – long-run restrictions on the VAR model, and thus moving to a more complex structural VAR (SVAR) model. We therefore impose the restrictions that temporary shocks to corruption have zero long-run impacts on the levels of the other variables. From the restrictions included in the Cholesky-based version of the model, we must drop those that impose a zero contemporaneous response to a shock to corruption. The new impulse response functions are presented in Figures 8 to 10. The impact of a shock to corruption is still not statistically significant (Figure 8). However, in the SVAR model temporary shocks to corruption have a positive effect on the levels of output and productivity (Figure 9). As required by the long-run restrictions imposed in the SVAR model, the impact tends to zero over time (all variables are approximately back to the pre-shock position 30 periods after the shock). As a result, a permanent shock to corruption in the SVAR model shifts the level of output up. The impact of this is relatively small: in the long run, a one standard deviation shock to corruption raises output by about 0.2 percentage points. Given that the standard deviation of the corruption shock is also around 0.2, if the index of corruption were to improve 1.7 units in Portugal (to reach German levels), output in Portugal would shift up 1.7 percentage points. This estimate is far from those obtained with the Cholesky VAR model, and with the simple univariate regressions, which implied a permanent impact on the average growth rate.

**Figure 8: Impulse-response functions of log-diffs (percent) to a temporary change in corruption in the SVAR model**
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Figure 9: Impulse-response function of levels (percent) to a temporary change in corruption in the SVAR model

Source: authors’ computations.

Figure 10: Impulse-response function of the level of output (percent) to a permanent change in corruption in the SVAR model

Source: authors’ computations.
5. Conclusion

In this paper we analyze the relationship between corruption and economic growth in Portugal in recent decades (1980-2018). We employed a VAR model comprising the Corruption Perceptions Index produced by Transparency International, as well as the factors determining output suggested by the standard Cobb-Douglas aggregate production function: the capital stock, total factor productivity and hours worked. The results indicate that the model with the level of the CPI fits the data better than the model with the first difference of the CPI. However, the corruption index was not statistically significant in the equations of the other variables in the VAR model. A somewhat puzzling finding is that, despite the lack of statistical significance, the magnitude of the coefficients on the corruption index is sizeable, leaving open the possibility that the impact of corruption on the other variables may be large (and positive). In fact, taking the estimated coefficients as correct implies that a temporary one-standard-deviation shock to the corruption index (equivalent to a decrease in perceived corruption) would lead output to shift down 0.6 percentage points. Consequently, a permanent shock to the corruption index (less corruption) would cause output to decline by that amount every period. These estimates are very large and consequently sound implausible.

We therefore moved to a SVAR model with long-run restrictions that eliminate any impact of temporary shocks to corruption on the long-run level of output. The results from the SVAR model indicate that if the level of corruption in Portugal reached the level of corruption in Germany, the long-term benefit would be an increase of 1.7 percentage points in the level of output. This sounds like a modest gain, but it is much more plausible than the estimates provided by the VAR model. Overall, this result implies that the failure of the Portuguese standards of living to converge to those of the richest countries in the EU is probably not due (for the most part) to corruption in the Portuguese economy. Further research, with alternative methods, namely based on panel data, may help shed light on this issue.
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